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Abstract

We establish the convergence of the resolvent of the Reissner-Mindlin system in any dimension N ≥ 2, 
with any of the physically relevant boundary conditions, to the resolvent of the biharmonic operator with 
suitably dfined boundary conditions in the vanishing thickness limit. Moreover, given a thin domain �δ in 
RN with 1 ≤ d < N thin directions, we prove that the resolvent of the Reissner-Mindlin system with free 
boundary conditions converges to the resolvent of a suitably dfined Reissner-Mindlin system in the limiting 
domain � ⊂ RN−d as δ → 0+. In both cases, the convergence is in operator norm, implying therefore 
the convergence of all the eigenvalues and spectral projections. In the thin domain case, we formulate a 
conjecture on the rate of convergence in terms of δ, which is verfied in the case of the cylinder �×Bd(0, δ).
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1. Introduction

The most widely considered models for the study of elastic thin plates through dimension 
reduction are the Kirchhoff-Love (shortly, KL) and the Reissner-Mindlin (shortly, RM) models. 
The former, which is also one of the first models developed in the literature (see e.g., [44,48]) 
leads to the equation

�2u = f, in �, (1.1)

where f is the load on the three-dimensional plate �× (−ε/2, ε/2) of negligible thickness ε and 
cross-section � ⊆ R2, and the solution u represents the vertical displacement from the equilib
rium. Problem (1.1) has received a lot of attention both for applications and for its relevance in 
more theoretical questions also in higher dimensions; we refer to [37] and the references therein.

As the KL model showed to be not accurate enough for applications, a better alternative was 
studied, namely the RM model (see e.g., [14]), that leads to the system

{
−μ1

12 �β − μ1+μ2
12 ∇(divβ) − μ1k

t2 (∇w − β) = t2

12F, in �,

−μ1k

t2 (�w − divβ) = f, in �,
(1.2)

where now the thickness t > 0 of the plate �×(−t/2, t/2) appears in the equations, w represents 
the vertical displacement of the midplane, the vector field β models the fibre rotation of the plate, 
F is the applied couple, μ1,μ2 are the Lamé coefficients of the material, and k > 0 is the so
called correcting term of the RM model. In the applied literature, it is classically assumed that the 
applied couple F is zero [3]. This is a rather restrictive assumption when considering the spectral 
convergence of the RM system; we shall therefore consider the more general form (1.2) for 
F ∈ L2(�)N and f ∈ L2(�). Note that the KL and the RM models are derived from the theory 
of elasticity under different sets of hypotheses; however, this difference can be summarised with 
the observation that, at least mathematically, the KL model has the additional assumption that 
β = ∇w, which is nevertheless considered a good approximating assumption when the plate is 
extremely thin, i.e., when t → 0+ (see e.g., [14]).

Differently from problem (1.1), problem (1.2) has been investigated more deeply in the di
rection of applications, with much less literature devoted to more abstract questions (see e.g., 
[4,12,14,17,30]).

The present paper provides a rigorous spectral analysis for the RM problem (1.2) in RN in 
two particularly important cases: the asymptotic behaviour for t → 0+, and the thin domain �δ

where some dimensions disappear as δ → 0+.
The behaviour of the RM problem (1.2) in the limit case t → 0+ has been largely investigated 

in the literature, in part because of its physical meaning but mainly for the nasty consequences 
of the so-called locking phenomenon, naming the difficulty of approximating numerically the 
solutions using classical techniques when the thickness t of the plate becomes small (see [12, 
17,31] for additional details). From a theoretic point of view, it is known that the RM problem 
(1.2) converges to the KL problem (1.1) as t → 0+ at least for clamped boundary conditions [14, 
SSVII.3]; for other boundary conditions, asymptotic expansions of the solution were provided in 
[3,25--29]. However, these results are valid only for � ⊆ R2, while there seems to be no result 
in higher dimension. Moreover, there are often additional restrictive assumptions on the data of 
the system (1.2), see for instance [3, p.487], which are not in general justfied when trying to 
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establish the convergence of the resolvent operators. Here we show that the operator associated 
with the RM problem (3.1) converges to the bilaplacian (1.1), in particular implying also spectral 
convergence for both eigenvalues and eigenprojectors (see Theorem 4.2). Let us remark that our 
argument is not sensitive to the dimension N , and moreover allows us to treat all mathematically 
relevant boundary conditions (see Section 3).

While the convergence as t → 0+ is complicated because of a sudden change of the energy 
space in the limit, the convergence as δ → 0+ for the RM system in a thin domain �δ ⊂ RN is 
involved because of the singular transformation that the geometry of �δ undergoes as δ → 0+. 
We recall that a domain in RN is called thin if one or more of their dimensions are very small 
compared to the others; in fact, it is usually assumed that these thin dimensions are so small to be 
negligible, inducing a dimension-reduction of the problem. Thin domains as limiting situations 
are interesting for applications specifically for approximations through asymptotics, since this 
procedure somehow simplfies the analysis, but provides a deep insight also in abstract settings, 
for the limit is singular and produces interesting examples and counterexamples.

There is a quite vast literature on the thin domain analysis for (scalar) elliptic differential op
erators, see e.g., [8--10,32,33,49]. In situations involving second-order linear partial differential 
operators and homogeneous Neumann boundary conditions, it is widely recognised that the prob
lem’s dimension can be effectively reduced by disregarding the narrow directions, as exemplfied 
in [38] (see also [41,42]). Unfortunately, already for (scalar) fourth-order elliptic operators, the 
derivatives of the solutions along the thin directions give a non-trivial contribution in the limit 
[7,35], and therefore the classical approach of neglecting the thin directions cannot be applied.

Regarding systems of PDEs, the literature appears to be limited to the physically relevant 
cases (N = 3 and d ∈ {1,2}). Asymptotic expansions for thin elastic beams, plates, and shells 
in R3 have been established in the series of monographs [21--23]. The elasticity system in thin 
three-dimensional beams has been considered for instance in [20], while three-dimensional elas
tic multi-structures made of plates and beams are studied in [36]. Thin domain analysis for the 
system of linear elasticity has been also performed in [25] and in [26,27]; therein, the asymp
totic expansions of eigenvalues and eigenfunctions of a thin three-dimensional cylindrical elastic 
clamped plate �ε = ω × (−ε, ε) have been found. We mention that related results in the ho
mogenisation theory for periodically perforated elastic plates and composites can be found in 
[40,45].

In this paper we consider instead the RM system (1.2) with free boundary conditions on thin 
domains in any dimension N ≥ 2 and with any number d of thin directions; assuming a certain 
technical assumption on the vertical avergages of the thin components of the fibre rotation βδ, 
we show that there is spectral convergence to an ``averaged'' RM operator in the limiting domain 
� ⊂ RN−d , see Theorem 5.1. We emphasise that a technical assumption is required to ensure that 
the vertical components of βδ do not give contributions to the limiting problem. In the literature, 
these problems are usually avoided because clamped boundary conditions are assumed on a part 
of the boundary; alternatively, it is usually required that the solutions satisfy some symmetry or 
that the data lie in a smaller space than L2. Here, instead, we just assume that the integral average 
of the thin components of the data over each section is zero, for every δ, see the definition of the 
space Hδ in Theorem 5.1; this is a rather natural assumption that rules out the possibility that the 
thin components of βδ converge to non-trivial constant functions in the limit. 
We also remark that free boundary conditions are the only physical set of boundary conditions 
giving a non-trivial spectral limit. Indeed, the first eigenvalue (and then all the eigenvalues) 
λRM

1 (�δ) diverges as δ → 0+ for all the boundary conditions with wδ = 0 on ∂�δ , in virtue 
of the Poincaré-type inequality
388 
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C

δ2 ≤
‖∇wδ‖2

L2(�δ)

‖wδ‖2
L2(�δ)

; (1.3)

indeed, if supδ>0‖wδ‖2
L2(�δ)

< ∞, (1.3) implies that ‖∇wδ‖L2(�δ)
→ +∞ as δ → 0+, hence no 

spectral convergence is possible.
We recall that, in the literature, spectral convergence is usually obtained either via explicit 

computations using the Rayleigh quotient for the eigenvalues or via the so-called compact con
vergence of the resolvent operators in varying Hilbert spaces. In this paper, in addition to the 
compact convergence, we use for the first time the notion of generalised norm resolvent con
vergence (that is, the convergence in operator norm of the resolvents) in the sense of Vainikko, 
which is related to the generalised norm resolvent convergence introduced by Post, see [46] and 
[18,19] for some recent applications in the case of the Laplacian. Note that Post norm resolvent 
convergence is equivalent to Weidmann/Stummel norm resolvent convergence (see [57,58]) by 
virtue of the results in [47]. In concrete terms, let (Hn)n, H0 be a family of Hilbert spaces; if 
we denote by (An)n the closed operator associated to either problem (1.2) or (4.5) and by A0 the 
limiting operator (either for the case t → 0+ or for thin domains), we prove in Theorem 2.5 that

‖(An − λ)−1En − En(A0 − λ)−1‖L(H0,Hn) → 0,

where En : H0 → Hn is a sequence of asymptotically isometric operators, as in the usual setting 
by Vainikko (see for instance [55]). Our proof of this result is based on operator theory consid
erations, and it is inspired by results by Bögli on the convergence of linear operators in varying 
Hilbert spaces, see e.g., [13]. As a consequence of this generalised norm resolvent convergence, 
we prove that there exists ω(n) > 0, ω(n) → 0 as n → ∞, and a constant C > 0 such that

m ∑
i=1 

|λi
n − λ0| ≤ C(|λ0|)ω(n),

where λ0 is an isolated eigenvalue of multiplicity m of A0, while λi
n are (all) the eigenvalues of 

An converging to λ0 as n → +∞. This last fact had already been observed in [39]. For the thin 
domain analysis, when �δ = � ×Bd(0, δ), with � of class C2, we are able to obtain the explicit 
estimate ω(δ) ≤ Cδ1/2 for some positive constant C > 0. While our proof requires additional 
assumptions on the geometry and the regularity of the domain, we conjecture that the rate of 
convergence ω(δ) = δ1/2 is sharp and holds for all domains �δ as in (5.3). We remark that the 
rate of convergence ω(δ) is in general worse than the rate of convergence of a simple eigenvalue 
λδ

j converging to λ0, see for instance [5].
Let us observe that the lack of a uniform second Korn inequality (see Section 2) is one of the 

major difficulties that has to be overcome when dealing with the varying operators associated 
with the RM problem (1.2). This lack of uniform coercivity estimates seems to be a common 
trait of problems for systems of PDEs in varying domains; for instance, similar problems appear 
in the study of the Maxwell system since the solutions do not lie in H 1(�)3, see for instance 
[34].

The paper is organised as follows. In Section 2 we provide some preliminaries, while in Sec
tion 3 we dfine the RM system and its various sets of boundary conditions. In Section 4 we 
prove the convergence to the KL model. Section 5 is dedicated to the convergence in the case of 
thin domains, and in Section 6 we obtain an estimate for the rate of convergence.
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D. Buoso and F. Ferraresso Journal of Differential Equations 422 (2025) 386--425 
2. Preliminaries and notation

As we will be dealing with the convergence of operators acting on different Hilbert spaces, 
we need to recall the several notions of convergence in such a framework that were developed by 
many authors, among which Stummel (see [50--52]) and Vainikko (see [53,54]).

Definition 2.1. Let {Hδ}δ∈[0,δ̄) be a family of Hilbert spaces. We assume that there exists a family 
of linear operators Eδ ∈ L(H0,Hδ) called connecting system such that, for all u0 ∈H0,

‖Eδu0‖Hδ
→ ‖u0‖H0 , as δ → 0+. (2.1)

(i) Let uδ ∈ Hδ . We say that uδ E -converges to u0 if ‖uδ − Eδu0‖Hδ
→ 0 as δ → 0+. We 

write uδ
E−→ u0.

(ii) Let Bδ ∈ L(Hδ). We say that Bδ EE -converges to B0 as δ → 0+ if Bδuδ
E−→ B0u0 whenever 

uδ
E−→ u0. We write Bδ

EE−→ B0.
(iii) Let Bδ ∈ L(Hδ). We say that Bδ compactly converges to B0 as δ → 0+, and we write 

Bδ
C−→ B0, if the following two conditions are satified

(a) Bδ
EE−→ B0 as δ → 0+;

(b) for any family uδ ∈ Hδ such that ‖uδ‖Hδ
= 1 for all δ ∈ (0, δ̄), there exists a subse

quence {Bδk
uδk

}k∈N with δk → 0+ as k → +∞, and w0 ∈H0 such that Bδk
uδk

E−→ w0

as k → +∞.

Compact convergence of self-adjoint compact operators implies spectral convergence, as 
stated in the following theorem.

Theorem 2.2. Let Aδ , δ ∈ [0, δ̄) be a family of positive, self-adjoint differential operators on Hδ

with domain D(Aδ) ⊂ Hδ . Assume moreover that

(i) the resolvent operator Bδ := A−1
δ is compact for all δ ∈ [0, δ̄);

(ii) Bδ
C−→ B0 as δ → 0+.

Then, if λ0 is an eigenvalue of A0, there exists a sequence of eigenvalues λδ of Aδ such that 
λδ → λ0 as δ → 0+. Conversely, if λδ is an eigenvalue of Aδ for all δ ∈ (0, δ̄), and λδ → λ0, 
then λ0 is an eigenvalue of A0. The generalised eigenspaces (resp. the spectral projections) of 
Aδ at λ0 compactly converge to the λ0-eigenspace (resp. the λ0-spectral projection) of A0 as 
δ → 0+.

We refer to [6, Thm. 4.10] and [7, Thm. 4.2] for the proof of Theorem 2.2. We also refer to 
[13, Prop. 2.6] where a spectral convergence theorem is proved for sequences of closed operators 
with compact resolvent.

Let us denote the ideal of compact operators between two Hilbert spaces H0 to H1 by 
S∞(H0,H1). We recall now the notion of collective compactness as stated in [1].
390 
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Definition 2.3. Let H0, H1 be Hilbert spaces, and let B be the unit ball in H0. Let F ⊂
S∞(H0,H1). We say that the family K is collectively compact whenever the following set

KB := {Kx, K ∈ K, x ∈ B}

is precompact.

Given a sequence Tn of strongly convergent linear operators in H1 (that is, there exists a 
linear operator T ∈ L(H1) such that Tnx → T x for all x ∈ H1), and a collective compact family 
K as in the previous proposition, it is easy to check that the composition TnK is a collective 
compact family, acting from H0 to H1. Similarly, given a sequence Sn of strongly convergent 
linear operators in H0, the composition KSn is collectively compact.

We proceed to state and prove two results that will be used in the sequel. They can be deduced 
from arguments similar to [13, Prop. 2.10, Prop. 2.13], with the help of [1, Thm 3.4]. However, 
since we are using these results for operators acting between possibly different Hilbert spaces, 
and in a slightly different setting from both Stummel discrete convergence and Anselone and 
Palmer collectively compact convergence, we prefer to provide full details (see also Section 6
where we use these results in the framework of Vainikko norm resolvent convergence).

Theorem 2.4. Assume that (Tn)n, Tn ∈ S∞(H0,H1), n ∈ N , (Tn)n is collectively compact, and 
Tn converges strongly to a bounded operator T0 ∈ L(H0,H1). If in addition (Tn)n has the prop
erty that

un ⇀ u in H0 ⇒ ∃(unk
)k ⊂ (un)n, Tnk

unk
→ T0u, (2.2)

then (T ∗
n )n converges strongly to T ∗

0 ∈ L(H1,H0) and (T ∗
n )n is collectively compact.

Proof. We divide the proof in two steps. 
Step 1. (Tn)

∗ converges strongly to T ∗
0 as n → ∞. 

Since Tn converges strongly to T0, given f1 ∈H1 and f0 ∈H0,

(T ∗
n f1, f0)H0 = (f1, Tnf0)H1 → (f1, T0f0)H1 = (T ∗

0 f1, f0)H0 ,

hence T ∗
n f1 ⇀ T ∗

0 f1 in H0. Now,

‖T ∗
n f1‖2

H1
= (T ∗

n f1, T
∗
n f1)H1 = (TnT

∗
n f1, f1)H1 .

Since (Tn)n is collectively compact and (T ∗
n f1)n is weakly convergent (hence, bounded), the 

sequence (TnT
∗
n f1)n has a convergent subsequence, that is there exists u ∈ H1 and a subsequence 

(Tnk
)k such that, Tnk

T ∗
nk

f1 → u, as k → ∞. We need to prove that u = T0T
∗
0 f1. 

Set T ∗
nk

f1 = vnk
, vnk

⇀ v0 := T ∗
0 f1. We have Tnk

vnk
→ u. By property (2.2), up to taking another 

subsequence, we have Tnk
vnk

→ T0v0 = T0T
∗
0 f1, and therefore we have established that u =

T0T
∗
0 f1. We now conclude that

‖T ∗
n f1‖2 = (Tn T ∗

n f1, f1)H → (T0T
∗f1, f1)H = ‖T ∗f1‖2 ,
k H1 k k 1 0 1 0 H1
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and therefore, T ∗
nk

converges strongly to T ∗
0 as k → +∞. It is not difficult to check that in fact 

we also have T ∗
n converges strongly to T ∗

0 (since for every subsequence of T ∗
n we can extract a 

further subsequence converging to T ∗
0 ). Thus, T ∗

n converges strongly to T ∗
0 , concluding Step 1. 

Step 2. (T ∗
n )n is a collectively compact family in H1. 

Since (Tn)n is collectively compact and T ∗
n is strongly convergent, the composition (TnT

∗
n )n is 

collectively compact. Assume that (un)n ∈ H1, supn‖un‖H1
≤ C < +∞ and let us prove that 

(T ∗
n un)n has a convergent subsequence in H1. We may assume without loss of generality that, 

up to a subsequence, un ⇀ u ∈ H1 as n → ∞. Since TnT
∗
n is collectively compact, up to a 

subsequence, there exists w ∈ H1 such that TnT
∗
n un → w. But since T ∗

n converges strongly to 
T ∗

0 by Step 1, and Tn converges strongly to T0 by assumption, the composition TnT
∗
n is strongly 

convergent to T0T
∗
0 . Therefore,

(TnT
∗
n un,ψ)H1 = (un, TnT

∗
n ψ)H1 → (u,T0T

∗
0 ψ)H1 = (T0T

∗
0 u,ψ)H1

for all ψ ∈H1, or equivalently, TnT
∗
n un ⇀ T0T

∗
0 u. By uniqueness of the weak limit it must then 

be w = T0T
∗
0 u. Finally, we note that

‖T ∗
n un‖2

H1
= (TnT

∗
n un,un)H1 → (T0T

∗
0 u,u)H1 = ‖T ∗

0 u‖2
H1

,

so T ∗
n un → T ∗

0 u0 up to a subsequence. This concludes the proof of Step 2 and of the Theo
rem. �
Theorem 2.5. Let (Tn)n be as in Theorem 2.4. Then T0 is compact and ‖Tn − T0‖L(H0,H1)

→ 0.

Proof. Since Tn converges strongly to T0, (Tn)n is collectively compact, and the strong closure of 
a collectively compact family is collectively compact (see [1, Prop 2.1]), we deduce immediately 
that T0 is compact. 
Since (T ∗

n )n is collectively compact and (Tn)n is strongly convergent, (T ∗
n Tn)n is collectively 

compact. Property (2.2) now implies that

vn ⇀ v0 in H0 ⇒ ∃(vnk
)k ⊂ (vn)n : T ∗

nk
Tnk

vnk
→ T ∗

0 T0v0. (2.3)

Since (Tn)n is a collectively compact sequence, supn∈N‖Tn‖L(H0,H1)
< +∞; otherwise, if for a 

contradiction there exists a sequence un, ‖un‖ = 1 but ‖Tnun‖ ≥ n, then up to a subsequence 
un ⇀ u0, and by collective compactness, (Tnun)n is precompact, hence in particular totally 
bounded, a contradiction to ‖Tnun‖ → +∞. We need to show that ‖Tn − T0‖L(H0,H1)

→ 0. 
Without loss of generality we may assume that there exists un ∈ H0, ‖un‖ = 1 such that

‖Tn − T0‖L(H0,H1)
= ‖(Tn − T0)un‖H1

+ 1 
n
,

for all sufficiently large n. Up to a subsequence, we may assume that un ⇀ u0 ∈ H0. First note 
that since T0 is compact, T0un → T0u0 in H0. Further observe that

‖(Tn − T0)un‖2
H1

= (T ∗
n Tnun,un)H0 − (Tnun,T0un)H1 − (T0un,Tnun)H1 + ‖T0un‖2

H1
; (2.4)

up to a subsequence, we might assume that T ∗
n Tnun → T ∗

0 T0u0 and Tnun → T0u0 due to 
(2.3) and (2.2). We conclude that, up to a subsequence, the right-hand side of (2.4) tends 
392 
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to zero as n → ∞. Therefore, we conclude that there exists a subsequence (nk)k such that 
‖Tnk

− T0‖L(H0,H1)
→ 0 as k → +∞. But then arguing exactly as in the end of Step 1 in the 

proof of Theorem 2.4 the whole sequence has to tend to zero. Finally, ‖Tn − T0‖L(H0,H1)
→ 0, 

concluding the proof of the Theorem. �
Remark 2.6. Note that in Theorem 2.4 we do not assume any selfadjointness or normality as
sumption of the operators Tn, that would not even make sense in this setting since each Tn is 
acting between different Hilbert spaces. If H0 = H1 and the operators are normal, Theorem 2.5
was proved in [11, Prop. A.3] (see also [1] for the bounded case).

The Hilbert spaces Hδ we will be mainly dealing with in the sequel will be Sobolev spaces 
dfined on bounded open sets � of RN . In particular, for any k ∈N , we will denote with Hk(�)

the Sobolev space of functions u ∈ L2(�) with all weak derivatives up to order k in L2(�). The 
space Hk(�) is endowed with the scalar product

〈u,v〉Hk(�) :=
∫
� 

∑
|α|≤k

∂αu ∂αv dx , ∀u,v ∈ Hk(�),

where ∂αu = ∂α1 · · · ∂αN u denotes the partial derivative of u of order α for any multiindex 
α ∈ NN . We will also denote by Hk

0 (�) the closure in Hk(�) of the space C∞
c (�) of smooth 

functions with compact support.
Given a vector field η ∈ H 1(�)N we denote by Dη its Jacobian matrix and by ε(η) the sym

metric part of Dη, that is

ε(η) = 1

2

(
Dη + DT η

)
, ε(η)ij = 1

2

(
∂ηj

∂xi

+ ∂ηi

∂xj

)
. (2.5)

As we will see in Section 3, the weak formulation of problem (1.2) is given via a sesquilinear 
form involving ε(η) and divη. In general, the boundedness of ε(η) and divη in L2(�) is not 
enough to ensure that Dη is bounded in L2(�). However, this is true if η ∈ H 1

0 (�)N ; as a 
consequence of the divergence theorem,

2‖ε(η)‖2
L2(�)

= ‖Dη‖2
L2(�)

+ ‖divη‖2
L2(�)

,

for all η ∈ H 1
0 (�)N ; we then obtain the classical (first) Korn inequality:

‖Dη‖L2(�) ≤ √
2‖ε(η)‖L2(�) ,

for all η ∈ H 1
0 (�)N . More in general, a Korn-type inequality remains true for vector fields in 

H 1(�), provided they have positive distance from the subspace of rigid translations. We have 
indeed the following classical result.

Theorem 2.7. Let � be a bounded domain of RN with Lipschitz boundary and let η ∈ H 1(�)N . 
Let V be a weakly closed linear space of H 1(�)N such that V ∩M= ∅, where

M= {�(x) ∈ L(RN,RN) : �(x) = Ax + b,A = −AT ∈ MN×N(R), b ∈RN }.
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Assume that η ∈ V . Then ∫
� 

|Dη|2dx ≤ C

∫
� 

|ε(η)|2, (2.6)

where the constant C depends only on �.

Proof. We refer to [43, Theorem 2, §2]. �
If � is a bounded Lipschitz domain of RN , the second Korn inequality states that any vector 

field η ∈ L2(�)N with ε(η) ∈ L2(�), belongs to H 1(�)N , and there exists a constant C > 0
(depending on �) such that the inequality

∫
� 

|Dη|2dx ≤ C

(∫
� 

|ε(η)|2 + |η|2
)

(2.7)

is valid. We refer to [24] for a proof of (2.7) and for an interesting discussion on the different 
Korn inequalities and their relation with the distributional Saint Venant equality. A constructive 
proof of (2.7) can be found in [56].

3. The Reissner-Mindlin system

Let � be a bounded and Lipschitz domain of RN , N ≥ 2, and let V,W be closed spaces such 
that H 1

0 (�)N ⊆ V ⊆ H 1(�)N and H 1
0 (�) ⊆ W ⊆ H 1(�). The Reissner-Mindlin eigenvalue 

problem is given by the following weak formulation

Rt [(β,w), (η, v)] = λ

∫
� 

(
wv + t2

12
β · η

)
dx, (3.1)

for all (η, v) ∈ V × W , where (β,u) ∈ V × W is the eigenvector and λ ∈ R is the eigenvalue. 
Here the sesquilinear form Rt is dfined by

Rt [(β,w), (η, v)] = a(β, η) + Ek

2(1 + σ)t2

∫
� 

(∇w − β) · (∇v − η)dx,

where a(·, ·) from H 1(�)N × H 1(�)N to R is the elliptic bilinear form dfined by

a(β, η) = E

12(1 − σ 2)

∫
� 

(
(1 − σ)ε(β) : ε(η) + σ div(β)div(η)

)
dx, (3.2)

where ε(·) is the linear strain tensor dfined in (2.5), E > 0 is the Young modulus, and σ ∈(− 1 
N−1 ,1

)
is the Poisson ratio. Recall that the Lamé coefficients μ1 and μ2 are related to E and 

σ via

μ1 = E
, μ2 = σE

2 .

2(1 + σ) 2(1 − σ )
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We note that the bilinear form a ≥ 0 has a non-trivial kernel, which consists of all the rigid 
motions Ax + b, with A ∈ SymN(R), AT = −A, b ∈ R, in RN . Nevertheless, the second Korn 
inequality (2.7) shows that the form a is coercive in H 1(�)N , that is, there exist positive constants 
M and C such that

C‖�‖2
H 1(�)N

≤ a(�,�) + M‖�‖2
L2(�)N

for all � ∈ dom(a), provided that σ ∈ ( − 1 
N−1 ,1

)
.

By integration by parts (see (3.4)), one can prove that the classical formulation of Problem 
(3.1) is given by

{
−μ1

12 �β − μ1+μ2
12 ∇(divβ) − μ1k

t2 (∇w − β) = λ t2

12β, in �,

−μ1k

t2 (�w − divβ) = λw, in �,
(3.3)

where the boundary conditions will depend on the particular choice of the space V .
We now describe various possible boundary conditions for the Reissner-Mindlin system. We 

recall that some of them have already been discussed in the literature for their physical relevance 
(see e.g., [3]). We will use the notation (�)∂� to denote the tangential trace of � ∈ H 1(�)N on 
∂�, that is (�)∂� = (� − (� · ν)ν)|∂�, where ν is the outer normal to ∂�. An integration-by
parts procedure yields the following identity

a(β, η) + μ1k

t2 (∇w − β,∇v − η)

= −μ1

12 

∫
� 

�β ·η− μ1 + μ2

12 

∫
� 

∇(divβ) ·η− μ1k

t2

∫
� 

(∇w−β) ·ηdx− μ1k

t2

∫
� 

(�w−divβ)vdx

+ μ1

6 

∫
∂�

(
ε(β) ·ν)

∂�
·(η)∂�dS +

∫
∂�

(μ1

6 
∂β

∂ν
·ν + μ2

12 
divβ

)
(η ·ν)dS + κ

t2

∫
∂�

((∇w−β) ·ν)v dS,

(3.4)

for all η ∈ V , v ∈ W . As usual, since equality (3.4) is valid for any choice (η, v) ∈ C∞
c (�)N+1, 

we get that the solutions must satisfy the system of equations (3.3) in �, while the respective 
boundary conditions depend on the choice of the subspaces V,W . 
The interesting choices for W are H 1(�) and H 1

0 (�), while there are four classical choices 
for V : H 1

0 (�)N , H 1(�)N , {� ∈ (H 1(�))N : � · ν = 0 on ∂�}, and {� ∈ (H 1(�))N : (�)∂� =
0 on ∂�}, summing up to a total of eight possible sets of boundary conditions, five of which have 
significant physical interest (see [3]).

Hard clamped boundary conditions
In this case V = (H 1

0 (�))N , W = H 1
0 (�), producing the following

{
β = 0 = w, on ∂�.
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Soft clamped boundary conditions
In this case V = {� ∈ (H 1(�))N : � · ν = 0 on ∂�}, W = H 1

0 (�). Here the boundary integral 
involving η · ν vanishes, producing the following

{
(ε(β)ν)∂� = 0, on∂�,

w = 0 = β · ν, on ∂�.

Hard simply supported boundary conditions
In this case V = {� ∈ (H 1(�))N : (�)∂� = 0 on ∂�}, W = H 1

0 (�). Here the boundary integral 
presenting (η)∂� vanishes, and since

μ1

6 
∂β

∂ν
· ν + μ2

12 
divβ = E

12(1 − σ 2)

(
(1 − σ)

∂β

∂ν
· ν + σ divβ

)
,

we have the following

{
(1 − σ)

∂β
∂ν

· ν + σ divβ = 0, on ∂�,

w = 0 = (β)∂�, on ∂�.

Soft simply supported boundary conditions
In this case V = (H 1(�))N , W = H 1

0 (�). Here all the boundary integral presenting β do not 
vanish, so they produce the following

⎧⎪⎨
⎪⎩

(1 − σ)
∂β
∂ν

· ν + σ divβ = 0, on ∂�,

(ε(β)ν)∂� = 0, on ∂�,

w = 0, on ∂�.

(Free) Neumann boundary conditions
In this case V = H 1(�)N , W = H 1(�). Then all the boundary integrals in (3.4) are non
vanishing, hence producing

⎧⎪⎨
⎪⎩

(1 − σ)
∂β
∂ν

· ν + σ divβ = 0, on ∂�,

(ε(β)ν)∂� = 0, on ∂�,
∂w
∂ν

− β · ν = 0, on ∂�.

Apart from these classical boundary conditions, we dfine three additional sets of boundary 
conditions, to which we attach names following the same criterion.

Hard rigid boundary conditions
In this case V = H 1

0 (�)N , W = H 1(�). Here the boundary integrals presenting η vanish, pro
ducing the following

{
∂w = 0 = β, on ∂�.

∂ν
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Soft rigid boundary conditions
In this case V = {� ∈ (H 1(�))N : � ·ν = 0 on ∂�}, W = H 1(�). Here all the boundary integral 
presenting β do not vanish, so they produce the following

{
(ε(β)ν)∂� = 0, on ∂�,
∂w
∂ν

= 0 = β · ν, on ∂�.

Weak Neumann boundary conditions
In this case V = {� ∈ (H 1(�))N : (�)∂� = 0 on ∂�}, W = H 1(�). This produces

⎧⎪⎨
⎪⎩

(1 − σ)
∂β
∂ν

· ν + σ divβ = 0, on ∂�,

(β)∂� = 0, on ∂�,
∂w
∂ν

− β · ν = 0, on ∂�.

We conclude by observing that a pair (β,w) can belong to the kernel of problem (3.1) only if

β = a, w = a · x + b, a ∈ RN,b ∈ R,

meaning that the Reissner-Mindlin problem with either hard rigid, soft rigid, or weak Neumann 
boundary conditions will have a one-dimensional kernel {(0, b) : b ∈ R}, while imposing free 
Neumann boundary conditions will give a (N + 1)-dimensional kernel. In all the other cases the 
kernel is trivial.

4. Convergence of the Reissner-Mindlin to the Kirchhoff-Love plate model

In this section we give a dimension-independent argument of the convergence of the eigenval
ues of the Reissner-Mindlin system (λk(t))k to the eigenvalues of the bilaplacian �2 as t → 0+.

We remark that this convergence was proved in dimension N = 2 via a rather complicated 
regularity argument which heavily relies on the existence of a suitable Helmholtz-type decompo
sition of the vecto-field β that cannot be easily extended to higher dimensions (see [14]). Here 
instead we will develop a spectral convergence argument that uses in a critical way the Stummel
Vainikko theory (see Section 2). We stress the fact that our argument yields immediately not just 
the convergence of the eigenvalues but also that of the generalised eigenspaces (and in particular 
of the spectral projections) in the L2-topology.

Consider the following formulation of the Reissner-Mindlin eigenvalue problem

{
−μ1

12 �β − μ1+μ2
12 ∇(divβ) − μ1k

t2 (∇w − β) + t2

12β = λ t2

12β, in �,

−μ1k

t2 (�w − divβ) + w = λw, in �,
(4.1)

complemented with any of the boundary conditions listed in Section 3. We will prove that (4.1)
converges, as t → 0+, to the problem

E

2 �2u + u = λu, in �, (4.2)

12(1 − σ )
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complemented with suitable boundary conditions (see Remark 4.1 below). Notice that the weak 
formulation of problem (4.1) is

Rt [(β,w), (η, v)] +
∫
� 

(
wv + t2

12
β · η

)
dx = λ

∫
� 

(
wv + t2

12
β · η

)
dx, (4.3)

and in particular the eigenvalues of (4.3) coincide with the shifted eigenvalues of (3.1). Similarly, 
the weak formulation of problem (4.2) is

E

12(1 − σ 2)

∫
� 

(
(1 − σ)D2u : D2v + σ�u�v

)
dx +

∫
� 

uvdx = λ

∫
� 

uvdx. (4.4)

Notice also that problems (4.1) and (4.2) always have a trivial kernel.
In order to use the Stummel-Vainikko theory we need to dfine a suitable connecting system 

between the limiting Hilbert space H0 = L2(�) and the varying Hilbert spaces Ht � L2(�)N+1, 
endowed with the norm

‖(βt ,wt )‖Ht
:=

√
t2

12
‖βt‖2

L2(�)N
+ ‖wt‖2

L2(�)
.

As the extension operator between H0 and Ht , we choose the natural identfication

Et (u0) = (0, u0), u0 ∈ H0.

It is trivial to check that ‖Et (u0)‖Ht
= ‖u0‖H0

, implying that ((Ht )t ,H0, (Et )t ) is an admissible 
connecting system. Note in passing that if (�t ,ϕt ) is E -convergent to ϕ1, and also to ϕ2, with 
respect to the connecting system ((Ht )t ,H0, (Et )t ), we deduce that

‖(�t ,ϕt ) − Et (ϕ1)‖2
Ht

= t2/12‖�t‖2
L2(�)N

+ ‖ϕt − ϕ1‖2
L2(�)

→ 0,

implying that ‖ϕt − ϕ1‖2
L2(�)

→ 0. Moreover,

‖(�t ,ϕt ) − Et (ϕ2)‖2
Ht

= t2/12‖�t‖2
L2(�)N

+ ‖ϕt − ϕ2‖2
L2(�)

→ 0,

so ‖ϕt − ϕ2‖2
L2(�)

→ 0. Combining the two we deduce that ϕ1 = ϕ2, so the E -limit is unique.
Let At be the closed differential operator acting in the Hilbert space Ht as

At(βt ,wt ) :=
(

−μ1
12 �βt − μ1+μ2

12 ∇(divβt ) − μ1k

t2 (∇wt − βt ) + t2

12β

−μ1k

t2 (�wt − divβt ) + w

)

with dom(At ) = {(Ut , ut ) ∈ Ht : (Ut , ut ) ∈ V ×W,At(Ut , ut ) ∈Ht }, where V,W are any of the 
spaces discussed in Section 3. 
Let A0 be the closed differential operator acting in H0 as
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A0(u) := E

12(1 − σ 2)
�2u + u

with dom(A0) = {u0 ∈ H0 : u0 ∈ W,∇u0 ∈ V,A0(u0) ∈ H0}.

Remark 4.1. The choice of the boundary conditions for the Reissner-Mindlin system (4.1) (i.e., 
the choice of V,W ) leads to different boundary conditions at the limit for the bilaplacian: 
• hard and soft clamped conditions converge to clamped (Dirichlet) boundary conditions:

u = ∂u

∂ν
= 0;

• hard and soft simply supported conditions converge to hinged (Navier) boundary conditions:

u = (1 − σ)
∂2u

∂ν2 + σ�u = 0;

• soft rigid conditions converge to intermediate (Kuttler-Sigillito) boundary conditions:

∂u

∂ν
= ∂�u

∂ν
+ (1 − σ)div∂�(ν · D2u)∂� = 0;

• free Neumann conditions converge to free (Neumann) boundary conditions:

(1 − σ)
∂2u

∂ν2 + σ�u = ∂�u

∂ν
+ (1 − σ)div∂�(ν · D2u)∂� = 0.

We refer to [16] for a comprehensive discussion of boundary conditions for the bilaplacian (see 
also [15]). We also note that the remaining two sets of boundary conditions, namely hard rigid 
and weak Neumann conditions, lead to non-standard boundary value problems. They are associ
ated with a self-adjoint operator with compact resolvent; as customary, if the domain � is only 
Lipschitz the two problems have to be understood in the weak sense. If instead � is smooth 
enough (e.g., ∂� ∈ C2) then it is possible to characterise more explicitly the boundary condi
tions. In particular, hard rigid boundary conditions give the following boundary conditions for 
the biharmonic operator in the limit

{
∂u
∂ν

= 0 on ∂�,

u constant on every connected component of ∂�,

while weak Neumann boundary conditions give

{
(1 − σ)∂2u

∂ν2 + σ�u = 0 on ∂�,

u constant on every connected component of ∂�.

Theorem 4.2. Let Bt = A−1
t and B0 = A−1

0 . Then Bt
C−→ B0 as t → 0+. In particular the eigen

values λk(t) ∈ σ(At ) converge to λk(0) ∈ σ(A0) as t → 0+.
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Proof. Step 1: a priori bounds and weak convergence. Let (Ft , ft ) ∈ Ht be a uniformly 
bounded sequence in Ht . We might assume without loss of generality that tFt ⇀ F0 in L2(�)N

and ft ⇀ f0 in L2(�). We consider the problem

{
− E

24(1+σ)
�βt − E

24(1−σ)
∇(divβt ) − μ1k

t2 (∇wt − βt ) + t2

12βt = t2

12Ft , in �,

−μ1k

t2 (�wt − divβt ) + wt = ft , in �,
(4.5)

complemented with the appropriate boundary conditions depending on the choice of V and W . 
From this we obtain the a priori bound

E

24(1 + σ)
‖ε(βt )‖2 + E

24(1 − σ)
‖divβt‖2 + μ1k

t2 ‖∇wt − βt‖2 + t2

12
‖βt‖2 + ‖wt‖2

≤ sup
t>0 

‖(Ft , ft )‖2
Ht

< ∞.

This bound readily implies that (wt)t and (∇wt − βt )t are L2-bounded. We claim that also

sup 
t∈(0,1)

‖βt‖L2(�) < +∞.

Arguing for a contradiction, we may choose a sequence (tk)k such that ‖βtk‖L2(�) = ztk → +∞. 
Considering now

β̃tk = βtk

ztk

, w̃tk = wtk

ztk

,

we have ‖β̃tk‖L2(�) = 1, ‖w̃tk‖L2(�) → 0; furthermore, (β̃tk , w̃tk ) solves

⎧⎨
⎩

− E
24(1+σ)

�β̃tk − E
24(1−σ)

∇(div β̃tk ) − μ1k

t2
k

(∇w̃tk − β̃tk ) + t2
k

12 β̃tk = t2
k

12 F̃tk , in �,

−μ1k

t2
k

(�w̃tk − div β̃tk ) + w̃tk = f̃tk , in �,
(4.6)

where F̃tk = Ftk/ztk and f̃tk = ftk /ztk . This now implies that

‖ε(β̃tk )‖, ‖∇w̃tk − β̃tk‖ → 0.

In particular,

sup
k

‖β̃tk‖H 1(�) ≤ C sup
k

(
‖ε(β̃tk )‖L2(�) + ‖β̃tk‖L2(�)

)
< +∞,

where C is the constant given by Korn’s inequality (see Theorem 2.7). This means that there 
exists β̃0 such that β̃tk ⇀ β̃0 in H 1(�)N , hence β̃tk → β̃0 in L2(�)N . Since

‖w̃t ‖2
1 = ‖w̃t ‖2

2 + ‖∇w̃t ‖2
2 ≤ ‖w̃t ‖2

2 + ‖∇w̃t − β̃t ‖2
2 + ‖β̃t ‖2

2 ,

k H (�) k L (�) k L (�) k L (�) k k L (�) k L (�)

400 



D. Buoso and F. Ferraresso Journal of Differential Equations 422 (2025) 386--425 
then, up to a subsequence, (w̃tk )k has a weak H 1-limit that must be zero since ‖w̃tk‖2
L2(�)

→ 0. 

Since ‖∇w̃tk − β̃tk‖2
L2(�)

→ 0, we conclude that β̃0 = 0 as well. However, the fact that 

‖β̃tk‖L2(�) = 1 provides the contradiction.
Thus (βt )t is a uniformly bounded sequence in H 1(�)N , whence there exists a vector field 

β0 ∈ H 1(�)N such that, up to a subsequence, βt ⇀ β0 in H 1(�)N , strongly in L2(�)N . More
over, since 

(∇wt−βt

t

)
t

is uniformly bounded in L2(�)N , then ‖∇wt − βt‖L2(�) → 0, implying 
that ∇wt → β0 in L2(�)N . Therefore the sequence (wt)t is uniformly bounded in H 1(�) so, 
up to a subsequence, there exists w0 ∈ H 1(�) such that wt ⇀ w0 in H 1(�), strongly in L2(�). 
Now

∇wt − βt → 0, βt → β0, ∇wt ⇀ ∇w0,

imply ∇w0 = β0 ∈ V ⊆ H 1(�)N , and in particular w0 ∈ H 2(�).

Step 2: finding the limiting problem. For any given (η, v) ∈ V × W we consider the weak 
formulation of (4.5), that is

E

24(1 + σ)

∫
� 

Dβt : Dη + E

24(1 − σ)

∫
� 

divβt divη + μ1k

t2

∫
� 

(∇wt − βt )(∇v − η)

+
∫
� 

(
t2

12
βtη + wtv

)
=

∫
� 

(
t2

12
Ftη + ftv

)
.

(4.7)

We first choose η = t� for � ∈ H 1
0 (�)N and v = 0. From (4.7) we get

μ1k

∫
� 

(∇wt − βt )

t
· � → 0,

implying that any subsequence of (∇wt−βt )
t

tends weakly to zero in L2(�)N .
Now let v0 ∈ W be a function such that ∇v0 ∈ V , and chose η = ∇v0, v = v0 as test functions 

in (4.7). We obtain

E

24(1 + σ)

∫
� 

Dβt : D2v0 + E

24(1 − σ)

∫
� 

divβt�v0 +
∫
� 

(
t2

12
βt∇v0 + wtv0

)

=
∫
� 

(
t2

12
Ft∇v0 + ftv0

)
.

(4.8)

Due to the previous steps of the proof ∇βt ⇀ D2w0, divβt ⇀ �w0, t2Ft → 0, so passing to the 
limit in (4.8) we deduce

E

24(1 + σ)

∫
D2w0 : D2v0 + E

24(1 − σ)

∫
�w0�v0 +

∫
w0v0 =

∫
f0v0,
� � � � 
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and since this equality holds for all functions v0 ∈ {v ∈ W : ∇v ∈ V }, we deduce that w0 ∈ W , 
∇w0 ∈ V , and it solves

E

12(1 − σ 2)
�2w0 + w0 = f0, in �. (4.9)

Step 3: compact convergence. According to the definition of compact convergence we must 
check that, given a sequence of data (Ft, ft ) ∈Ht which is E -convergent to f0 ∈ H0, we have

‖Bt(Ft , ft ) − EtB0f0‖2
Ht

→ 0. (4.10)

Let Bt(Ft , ft ) = (βt ,wt ) and u0 = B0f0. We can rewrite (4.10) as

t2

12
‖βt‖2

L2(�)
+ ‖wt − w0‖2

L2(�)
→ 0.

Due to Step 2, we have that wt ⇀ w0 in H 1(�), strongly in L2(�), and w0 solves problem (4.2). 
For the second condition in the compact convergence definition, we only assume that (Ft, ft ) ∈
Ht is a uniformly bounded sequence in Ht , as done at the beginning of Step 1. We must check 
that (Bt (Ft , ft ))t is a E -precompact sequence, that is, it has a E -converging subsequence. Step 1 
and Step 2 of the proof immediately imply that Bt(Ft , ft ) = (βt ,wt ) E -converges to w0 ∈ H0, 
where w0 solves (4.9). This concludes the proof. �
Remark 4.3. Step 1 in the proof of Theorem 4.2 can be significantly simplfied in all the cases 
where either w = 0 or ∂w

∂ν
= 0 on ∂�. In the first case, since (wt )t and (�wt)t are uniformly 

bounded, we conclude that

‖∇wt‖2 = (−�wt,wt ) ≤ C(‖wt‖2 + ‖�wt‖2), (4.11)

and therefore (∇wt)t is uniformly bounded in t . Since also μ1k

t2 ‖∇wt − βt‖2 is uniformly 
bounded, ‖∇wt − βt‖ → 0 as t → 0+, hence from ‖βt‖ ≤ ‖∇wt − βt‖ + ‖wt‖ we conclude 
that (βt )t is uniformly bounded in L2. From Korn’s inequality we then conclude that (βt)t is 
uniformly bounded in H 1. 
The exact same argument works when ∂wt

∂ν
= 0 on ∂�, because (4.11) still holds true, as a con

sequence of

‖∇wt‖2 + (�wt ,wt ) = 〈∂νwt ,wt 〉−1/2,1/2 = 0.

In the proof of Theorem 4.2 we proved that A−1
t Et f0 − EtA

−1
0 f0 → 0 for all f0 ∈ H0. One 

could ask if this convergence happens uniformly with respect to the datum f0 ∈ H0. Let us the 
introduce the following definition, which is the natural extension of the Vainikko theory to the 
convergence in norm of the operators.

Definition 4.4. Let (Hn)n,H0 be Hilbert spaces and let ((Hn)n,H0, (En)n) be a connecting sys
tem in the sense of Vainikko. Let (An)n be a family of closed linear operators, An acting in Hn

for each n, A0 acting in H0. Let λ ∈ (⋂
n �(An) ∩ �(A0)

)
. We say that An converges to A0 with 

respect to (Vainikko) generalised norm resolvent convergence if
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sup 
f0∈H0

‖(An − λ)−1Enf0 − En(A0 − λ)−1f0‖Hn

‖f0‖H0

→ 0

as n → ∞.

Theorem 4.5. At converges to A0 in generalised norm resolvent convergence as t → 0+.

Proof. Let us set for simplicity Bt := A−1
t , t ≥ 0. Due to Theorem 4.2, we already know that for 

fixed f0 ∈ H0

‖(BtEt − EtB0)f0‖2
Ht

= t2

12
‖βt‖2

L2(�)N
+ ‖wt − w0‖2

L2(�)
→ 0, (4.12)

where as in the proof of Theorem 4.2 we wrote BtEt f0 = (βt ,wt ) ∈ L2(�)N+1. Dfine now 
B̃tg := (

t√
12

(Btg)1, . . . , t√
12

(Btg)N , (Btg)N+1
)
, g ∈Ht . Then we can rewrite (4.12) as

‖(B̃tEt − EtB0)f0‖2
L2(�)N+1 → 0.

We also note that the dependence on t for Et is trivial; therefore, with a little abuse of notation we 
will write E instead Et for the operator acting between H0 and Ht , E(v) = (0, v), for all v ∈H0. 
Let Tt := (B̃tE − EB0). Then (Tt )t is a collectively compact family of operators acting from 
H0 to L2(�)N+1, Tt is compact for every t , and therefore we are almost in position to apply 
Theorem 2.5. In order to do so, we need to check that (2.2) is satified by (Tt )t with T0 = 0. 
For this, let (ut )t be a bounded sequence in L2(�), and we might assume that ut ⇀ u in L2(�). 
Since B0 is compact we clearly have B0ut → B0u as t → 0+. Moreover, from the proof of 
Theorem 4.2, possibly up to a subsequence,

lim 
t→0+ B̃tEut = EB0(w− lim 

t→0+ ut ) = EB0u.

Therefore

lim 
t→0+ Ttut = lim 

t→0+(B̃tEut − EB0ut ) = EB0u − EB0u = 0,

and so (Tt )t has property (2.2). By Theorem 2.5 we conclude that Tt → 0 in L(H0,L
2(�)N+1), 

concluding the proof. �
Remark 4.6. As a consequence of Theorem 4.5, there exists ω(t) > 0, ω(t) → 0+ as t → 0+
such that

‖(BtEt − EtB0)f0‖Ht
≤ ω(t)‖f0‖ (4.13)

for all f0 ∈ H0. Precise estimates on ω(t) in terms of powers of t are available only in very 
specific cases, usually N = 2, � either convex or of class C2, and only for clamped bound
ary conditions, see for instance [31], where they establish the sharp bound ω(t) = t , by using 
the a priori estimates contained in [2]. Note that such a priori estimates hold only for clamped 
boundary conditions where one has access to a specific well-adapted Helmholtz decomposition 
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in H 1
0 (�)2; we have already noted in Remark 4.3 that uniform a priori estimates are much more 

complicated in all the cases where wt is not zero at the boundary. As far as we know, the only 
other available results on the asymptotic behaviour of the Reissner-Mindlin system are contained 
in [3]; however, the asymptotic expansions of the eigenvalues and eigenfunctions therein are ob
tained under the assumption that the so-called applied couple F (the datum of the first equation 
in (1.2)) is zero. Therefore, those asymptotics cannot be immediately applied to deduce a rate of 
convergence of the resolvent operators. Further note that any bound as in (4.13) can be used to 
deduce rates of convergence for the eigenvalues, see Theorem 6.5 below.

5. Spectral convergence in the thin domain

In this section we consider the Reissner-Mindlin system on a family of shrinking domains 
�δ ⊂ RN ; the whole family (�δ)δ∈(0,1] will be called thin domain. Let δ ∈R be a small positive 
parameter. Let N ≥ 2 and let d ∈ {1, . . . ,N − 1}. Let � be a smooth bounded open set in RN−d . 
Dfine

�1 := {(x′, y′) ∈ RN−d ×Rd : x′ ∈ �, y′ ∈ �II
1 (x′)}, (5.1)

where � ⊂ {(x′,0) ∈ RN−d × {0}d} and the sections �II
1 (x′) are bilipschitz-equivalent to the 

unit ball Bd(0,1). That is, setting for simplicity B = Bd(0,1), we assume that for each x′ ∈ �

there exists a C0,1-diffeomorphism Lx′ such that

Lx′ : B → �II
1 (x′). (5.2)

Moreover, we dfine L : � × B → �1 by L(x′, y′) = (x′,Lx′(y′)) and we assume that L is a 
C0,1-diffeomorphism as well. We further dfine

�δ = {(x′, δy′) ∈ RN−d ×Rd : (x′, y′) ∈ �1}. (5.3)

Denote by g(x′) = |�II
1 (x′)|, the d-dimensional Lebesgue measure of the section �II

1 (x′). In 
the standing assumptions, g is a Lipschitz function and there exists a positive constant c0 > 0
such that g ≥ c0. Note that �δ collapses to the limit set � × {0}d as δ → 0+. For instance, when 
d = 1, the thin domain �δ has the more explicit representation

�δ = {(x, y) ∈RN−1 ×R : x ∈ �,−δf1(x) < y < δf2(x)},

for some positive Lipschitz functions f1, f2.
In this section we focus on the Reissner-Mindlin system with free boundary conditions, which 

has a nontrivial kernel that can cause some issues since the associated operator is not invertible. 
This situation can be easily overcome by adding a multiple of the identity, which has the effect 
of shifting all the eigenvalues while keeping the eigenspaces invariant. Hence, in passing to the 
limit as δ → 0+, we will deal with the following problem (here t > 0 will be fixed)
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⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

−μ1
12 �β − μ1+μ2

12 ∇(divβ) − μ1k

t2 (∇w − β) + t2

12β = λ t2

12β, in �δ ,

−μ1k

t2 (�w − divβ) + w = λw, in �δ ,

(1 − σ)(
∂β
∂ν

· ν) + σ divβ = 0, on ∂�δ ,

(ε(β)ν)∂�δ = 0, on ∂�δ ,

(∇w − β) · ν = 0, on ∂�δ .

(5.4)

For any δ ∈ (0,1] we dfine the partial differential operator Aδ associated with problem (5.4)
by

Aδ

(
U

u

)
=

(
−μ1

12 �U − μ1+μ2
12 ∇(divU) − μ1k

t2 (∇u − U) + t2

12U

−μ1k

t2 (�u − divU) + v

)
(5.5)

with domain

dom(Aδ) = {(U,u) ∈ L2(�δ)
N+1 : Aδ(U,u) ∈ L2(�)N+1}.

Note that for any fixed δ, we have dom(Aδ) ⊂ H 1(�δ) by the second Korn inequality (2.7).
We dfine the operator A0 as

A0

(
�

ϕ

)

=
⎛
⎝ 1 

g

[
− E

24(1+σ)
div(g∇�) − E(1+(d+1)σ ) 

24(1+σ)(1+(d−1)σ )
∇(g div�) − Ek

2(1−σ)t2 (∇ϕ − �) + t2

12�
]

1 
g

[
− Ek

2(1−σ)t2 div(g(∇ϕ − �)) + ϕ
]

⎞
⎠

(5.6)

with domain

dom(A0) = {(�,ϕ) ∈ L2(�,g(x)dx)N−d+1 : A0(�,ϕ) ∈ L2(�)N−d+1}.

For δ ∈ (0,1], let us dfine the operator Mδ : L2(�δ) → L2(�,g(x)dx) by

(Mδf )(x) = 1 

|�II
δ (x)|

∫
�II

δ (x)

f (x, y)dy

for almost all x ∈ �. With a little abuse of notation we will use the same symbol Mδ to denote 
the operator acting from L2(�δ)

k to L2(�,g(x)dx)k for some k ≥ 1, with the understanding 
that the action of the averaging operator is componentwise.

The family of operators Aδ naturally dfines a family of Hilbert spaces Hδ = L2(�δ)
N+1, 

and it is natural to pass to the limit as δ → 0+.

Theorem 5.1. Let �δ , Aδ , A0 be dfined as in (5.3), (5.5), (5.6). Set

Hδ = L2(�δ; δ−ddxdy)N−d × δL2(�δ; δ−ddxdy)d × L2(�δ; δ−ddxdy),
0
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endowed with the usual norm ‖V ‖Hδ
= ‖V ‖L2(�δ;δ−ddxdy)N+1 , where we have used the notation

L2
0(�δ)

d = {U ∈ L2(�)d :MδU = 0}.

Set moreover

H0 = L2(�; g(x)dx)N−d+1.

Let Bδ = A−1
δ , B0 = A−1

0 . Dfine the linear operator Eδ ∈ L(H0,Hδ) by

(Eδu0)(x, y) = (u1
0, . . . , u

N−d
0 ,0, . . . ,0, uN−d+1

0 )(x).

Then Bδ
C−→ B0 as δ → 0+ with respect to the connecting system (H0, (Hδ)δ, (Eδ)δ).

Proof. We identify a point P ∈ �δ ⊂ RN with the ordered couple (x, y) ∈ RN , x ∈ RN−d , 
y ∈ Rd , where y plays the role of the thin variable. Dfine the diffeomorphism �δ : �δ → �1, 
(x, y) �→ �δ(x, y) = (x, y/δ). Set

J = Jδ := (D�δ) =
(

1 0
0 1/δ

)
.

Note that if U ∈ L2(�δ; δ−d/2dxdy)N−d ×δL2(�δ; δ−d/2dxdy)d , then J T U ◦�−1
δ ∈ L2(�1)

N . 
In the setting of the compact convergence with respect to the connecting system (H0,Hδ,Eδ), we 
have to consider the following Poisson problem with data Gδ := (Fδ, f ) ∈ Hδ , with ‖Gδ‖Hδ

≤ 1,

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

− E
24(1+σ)

�β − E
24(1−σ 2)

∇(divβ) − Ek
2(1+σ)t2 (∇w − β) + t2

12β = t2

12Fδ, in �δ ,

− Ek
2t2(1+σ)

(�w − divβ) + w = f, in �δ ,
E

12(1+σ)
(
∂β
∂ν

· ν) + σE
24(1−σ 2)

(divβ) = 0, on ∂�δ ,

(ε(β)ν)∂�δ = 0, on ∂�δ ,

(∇w − β) · ν = 0, on ∂�δ .

(5.7)

For η ∈ H 1(�δ, δ
−ddxdy)N−d ×δH 1(�δ, δ

−ddxdy)d , v ∈ H 1(�δ, δ
−ddxdy), the weak for

mulation of problem (5.7) is

E

12(1 − σ 2)

∫
�δ

[
(1 − σ)ε(βδ) : ε(η) + σ divβδ divη

]
δ−ddxdy

+
∫
�δ

[
Ek

2(1 − σ 2)t2 (∇wδ − βδ)(∇v − η) + t2

12
βδ · η + wv

]
δ−ddxdy

=
∫ [

t2

12
Fδ · η + f v

]
δ−ddxdy.

(5.8)
�δ
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To shorten the notation, given a vector field V ∈ L2(�δ)
m, m ∈ {1, . . . ,N + 1}, we will write 

Ṽ = V ◦ �−1
δ , and we will omit the dependence on δ.

We introduce now some further notation. We will use the subscript r to denote rescaled dif
ferential operators. More precisely,

∇r :=
( ∇x

δ−1∇y

)
Dr :=

(
∂x δ−1∂y

δ−1∂x δ−2∂y

)
εr := 1

2

(
Dr + (Dr)

T

)
,

and therefore

ar (β̃, η̃) = E

12(1 − σ 2)

∫
�1

(1 − σ)εr(β̃) : εr(η̃) + σ divr β̃ divr η̃.

With this notation, we can rescale (5.8) and obtain the following weak problem. For all J T η̃ ∈
H 1(�1)

N+1, ṽ ∈ H 1(�),

E

12(1 − σ 2)

∫
�1

[
(1 − σ)εr(β̃δ) : εr(η̃) + σ divr β̃δ divr η̃

]
dxdy

+
∫
�1

[
Ek

2(1 − σ 2)t2 (∇r w̃δ −J T β̃δ)(∇r ṽ −J T η̃) + t2

12
J T β̃δ ·J T η̃ + w̃ṽ

]
dxdy

=
∫
�1

[
t2

12
J T F̃ ·J T η̃ + f̃ ṽ

]
dxdy,

(5.9)

which can be rewritten in the following form

ar (β̃, η) + μ1k

t2 (∇r w̃ −J T β̃,∇r ṽ −J T η) +
[
(w̃, v) + t2

12
(J T β̃,J T η)

]

= (f̃ , v) + t2

12
(J T F̃ ,J T η).

(5.10)

for all η ∈ (J −T H 1(�1)
N), v ∈ H 1(�1).

From (5.10) we deduce the apriori estimate

E

12(1 − σ 2)

∫
�1

(
(1 − σ)|εr (β̃)|2 + σ |divr β̃|2 + 6k

t2 |∇r w̃ −J T β̃|2
)

+ |w̃|2 + t2

12
|J T β̃|2 dxdy

≤ C

(
‖f̃ ‖2

L2(�1)
+ t2

12
‖J T F̃‖2

L2(�1)

)
. (5.11)

Writing β̃ ∈ H 1(�1)
N as β̃ = (β̃I , β̃II ) ∈ H 1(�1)

N−d × H 1(�1)
d , we have
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(1 − σ)

∥∥∥∥εx(β̃I )

∥∥∥∥
2

+
∥∥∥∥ 1 
δ2 εy(β̃

II )

∥∥∥∥
2

+
∥∥∥∥ 1 

2δ

(
∂β̃I,i

∂yj

+ ∂β̃II,j

∂xi

)∥∥∥∥
2

+ σ

(∥∥∥∥divx β̃I + 1 
δ2 divy β̃II

∥∥∥∥
2
)

+ 1

2

(‖β̃I
2‖ +

∥∥∥∥ ˜βII

δ

∥∥∥∥ + ‖w̃‖2) +
∥∥∥∥∇xw̃ − β̃I

∥∥∥∥
2

+
∥∥∥∥1

δ
(∇yw̃ − β̃II )

∥∥∥∥
2

≤ C
( t2

12
‖J T F̃‖2 + ‖f̃ ‖2

)
,

(5.12)

where supδ>0

(
t2

12‖J T F̃‖2 + ‖f̃ ‖2
)

≤ M . Therefore we deduce that the sequences

(β̃I )δ>0, 
(

β̃II

δ

)
δ>0

, (w̃)δ>0, (εx(β̃I ))δ>0,

(
1 
δ2 εy(β̃

II )

)
δ>0

, 
(

1

δ

(
∂β̃I,i

∂yj

+ ∂β̃II,j

∂xi

))
δ>0

, 
(∇xw̃

)
δ>0, 

(
1

δ
∇yw̃

)
δ>0

,

are L2-bounded for δ > 0. Therefore, up to a subsequence, the following limiting relations hold

β̃II ⇀ 0, 
β̃II

δ
⇀ H, (5.13)

1

δ

(
∂β̃II,k

∂yj

+ ∂β̃II,j

∂yk

)
⇀ 0, 

1 
2δ2

(
∂β̃II,k

∂yj

+ ∂β̃II,j

∂yk

)
⇀ qjk, (5.14)

β̃I ⇀ βI
0 , 

1

2

(
∂β̃I,m

∂xi

+ ∂β̃I,i

∂xm

)
⇀ (εx(β

I
0 ))mi, (5.15)

1 
2δ

(
∂β̃I,i

∂yj

+ ∂β̃II,j

∂xi

)
⇀ �ij , (5.16)

w̃
H 1

⇀ w0, 
1

δ

∂w̃

∂yj

⇀ ωj , (5.17)

where m, i ∈ {1, . . . ,N − d}, k, j ∈ {1, . . . , d}, and all the limits are L2-functions dfined in �1. 
We further assume that, up to a subsequence, there exist F̃0 ∈ L2(�1)

N and f̃0 ∈ L2(�1) such 
that

J T F̃ ⇀ F̃0, f̃ ⇀ f̃0, (5.18)

in L2(�1), as δ → 0+. Note immediately that since M1J T F̃ = 0, it must be F̃ II
0 = 0.

To characterise the limiting functions β0,H,qjk,�ij , etc., we now proceed to choose suitable 
test functions in (5.10).
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Step 1. Choose η = (ηI , ηII ), with ηI = 0 and ηII = δ2(yj − M1(yj ))ψ(x)ej , with ej the 
j th vector of the canonical basis, in (5.10) for some ψ ∈ H 1(�), v = 0. Then η ∈ H 1(�)N and 
Mδη

II = 0, hence η is an admissible test function. We deduce that

E

12(1 − σ 2)

∫
�1

(1 − σ)

δ2

∂β̃II,j

∂yj

ψ + σ

δ2 divy β̃IIψ + σ divx β̃Iψ + o(1)

=
∫
�1

F̃ II

δ
δ2(yj −M1(yj ))ψ.

(5.19)

Passing to the limit in (5.19), taking into account (5.14), (5.15), gives

∫
� 

(
(1 − σ)qjj + σ

d∑
i=1 

qii + σ divx βI
0

)
ψ g dx = 0, for all ψ ∈ H 1

0 (�),

therefore (1 − σ)qjj + σ
∑d

i=1 qii = −σ divx βI
0 , for all j = 1, . . . , d . Summing over j yields

d∑
i=1 

qii = − d σ divx βI
0

(1 − σ) + d σ
,

and therefore

qjj = − σ divx βI
0

(1 − σ) + d σ
, j = 1, . . . , d.

A similar computation with ηII = δ2(yj − M1(yj ))ψ(x)ek , j �= k, j, k ∈ {1, . . . , d}, yields 
qjk = 0, j �= k.

Step 2. Choose i ∈ (1, . . . ,N − d) and j ∈ (1, . . . , d). Let ψ ∈ H 1(�). Then set ηi =
δyjψ(x), while all the other components are set to zero. Set moreover v = 0 in (5.10). Such 
a choice implies

∫
�1

1 
4δ

(
∂β̃I,i

∂yj

+ ∂β̃II,j

∂xi

)
ψ + o(1) =

∫
�1

F̃ I δyjψ → 0,

and therefore we conclude that 1
δ

( ∂β̃I,i

∂yj
+ ∂β̃II,j

∂xi

)
⇀ 2�ij = 0. 

Due to (5.14) we see that

−
∫

1 
2δ

∂ ˜βII,j

∂xi

ξ =
∫

1 
2δ

˜βII,j
∂ξ

∂xi

→ −
∫

Hj

2 
∂ξ

∂xi

�1 �1 �1
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for all ξ ∈ H 1
0 (�1). The uniform boundedness principle applied to the sequence of operators 

T
ij
δ ∈ H 1

0 (�1)
∗ dfined as

T
ij
δ (ξ) =

∫
�1

1 
2δ

∂β̃II,j

∂xi

ξ

implies that supδ>0‖T ij
δ ‖L(H−1(�1))

< ∞, which in turn yields supδ>0

∥∥ 1 
2δ

∂β̃II,j

∂xi

∥∥
H−1(�1)

< ∞. 
We conclude that ∥∥∥∥∂β̃II,j

∂xi

∥∥∥∥
H−1(�1)

→ 0,

and that up to a subsequence

1 
2δ

∂β̃II,j

∂xi

⇀ −1

2

∂Hj

∂xi

in H−1(�1). In particular, up to a subsequence

1 
2δ

∂β̃I,i

∂yj

= 1 
2δ

(
∂β̃I,i

∂yj

+ ∂β̃II,j

∂xi

)
− 1 

2δ

∂β̃II,j

∂xi

⇀
1

2

∂Hj

∂xi

,

and therefore ∥∥∥∥∂β̃I,i

∂yj

∥∥∥∥
H−1(�1)

→ 0.

It must then be βI
0 (x, y) = βI

0 (x), for a.a. (x, y) ∈ �1.

Step 3. Choose η = (ηI , ηII ), ηI (x, y) = �(x), for (x, y) ∈ �1, ηII = 0, v = 0 in (5.10) for 
� ∈ H 1(�)N−d . Then

∫
�1

(1 − σ)εx(β̃I ) : εx(�) + σ

(
divx β̃I + 1 

δ2 divy β̃II

)
divx � + β̃I · � + o(1) =

∫
�1

F̃ I · �.

By taking the limit as δ → 0+ we deduce that

∫
�1

(1 − σ)εx(β
I
0 ) : εx(�) + (1 − σ)σ

(1 − σ) + dσ
divx βI

0 divx � + βI
0 · � =

∫
�1

F̃ I
0 · �. (5.20)

Since all the functions except F̃ I
0 do not depend on y, (5.20) can be rewritten as

∫ [
(1 − σ)εx(β

I
0 ) : εx(�) + (1 − σ)σ

(1 − σ) + d σ
divx βI

0 divx � + βI
0 · �

]
g =

∫
M1(F̃

I
0 ) · �g,
� � 
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for all � ∈ H 1(�)N−d .

Step 4. Recall that (w̃δ)δ is a uniformly bounded sequence in H 1(�1) and, up to a subse
quence, it converges weakly to w0 ∈ H 1(�1). Since

∫
�1

∣∣∣∣ ∂w̃

∂yj

∣∣∣∣
2

= O(δ2), as δ → 0+, j = 1, . . . , d,

we deduce that w0 is constant in y. Now we are ready to pass to the limit as δ → 0+ in (5.10). 
Choose η = (ηI , ηII ), ηI (x, y) = �(x), with � ∈ C∞

c (�)N−d , ηII = 0, v(x, y) = v(x). Then

E

12(1 − σ 2)

∫
�1

(1 − σ)εx(β̃
I ) : εx(�) + σ

(
divx β̃I + 1 

δ2 divy β̃II
)

divx �

+ Ek

2(1 − σ)t2

∫
�1

(∇xw̃ − β̃I
)(∇xv − �

) +
∫
�1

w̃v + t2

12
β̃I · � + o(1) =

∫
�1

F̃ I · � + f̃ v.

(5.21)

Due to Steps 1-3, the limit as δ → 0+ of (5.21) is

E

12(1 − σ 2)

∫
�1

(1 − σ)εx(β
I
0 ) : εx(�) + (1 − σ)σ

(1 − σ) + dσ
divx βI

0 divx �

+ Ek

2(1 − σ)t2

∫
�1

(∇xw̃ − βI
0

)(∇xv − �
) +

∫
�1

w̃v + t2

12
βI

0 � + o(1) =
∫
�1

F̃ I� + f̃ v. (5.22)

Note that all the functions appearing in (5.22) do not depend on y, with the sole possible excep
tions of F̃ I and f̃ . Nevertheless, we have the elementary equality

∫
� 

∫
�II

1 (x)

(F̃ I� + f̃ v) dydx =
∫
� 

g(x)(M1(F̃
I )� +M1(f̃ )v) dx.

As a consequence, taking the limit in (5.22) yields

E

12(1 − σ 2)

∫
� 

(
(1 − σ)εx(β

I
0 ) : εx(�) + (1 − σ)σ

(1 − σ) + dσ
divx βI

0 divx �

)
g

+ Ek

2(1 − σ)t2

∫
� 

(∇xw0 − βI
0

)(∇xv − �
)
g +

∫
� 

(
w0v + t2

12
βI

0 � + o(1)
)
g

=
∫
� 

(M1F̃
I
0 � +M1f̃0v)g. (5.23)
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Note that problem (5.23) is the weak form of the following

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− E
24(1+σ)

div(g∇(βI
0 )) − E(1+(d+1)σ ) 

24(1+σ)(1+(d−1)σ )
∇(g divβI

0 )

+ Ek
2(1−σ)t2 (∇w0 − βI

0 )g + t2

12βI
0 g = M1(F̃

I
0 )g, in �,

− Ek
2(1−σ)t2 div((∇w0 − βI

0 )g) + w0g = M1(f̃ )g, in �,
μ1
6 (ν

T ε(βI
0 )ν) + μ2

12 (divβI
0 ) = 0, on ∂�,

(ε(βI
0 )ν)∂� = 0, on ∂�,

(∇w0 − βI
0 ) · ν = 0, on ∂�.

Conclusion. Recalling the definition of E -convergence with respect to the connecting system 
((�δ)δ,�0, (Eδ)δ), we first assume that Gδ := (F I

δ , δF II
δ , fδ) ∈ Hδ and

‖Gδ − EδG0‖Hδ
→ 0 (5.24)

for some G0 = (F0, f0) ∈H0. Note that

‖Gδ − EδG0‖2
Hδ

=
∫
�δ

(|FI
δ − EδF0|2 + δ2|FII

δ |2 + |fδ − Eδf0|2
)
δ−ddx

=
∫
�1

|F̃ I
δ − EF0|2 + |F̃ II

δ |2 + |f̃δ − Ef0|2dx

= ‖J T G̃δ − EG0‖2
L2(�1)

N+1 ,

hence, (5.24) is equivalent to ‖J T G̃δ − EG0‖L2(�1)
N+1 → 0 as δ → 0+. We consider the prob

lem

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

−μ1
12 �β − μ1+μ2

12 ∇(divβ) − μ1k

t2 (∇w − β) + β = t2

12Fδ, in �δ ,

−μ1k

t2 (�w − divβ) + w = fδ, in �δ ,
μ1
6 (ν

T ε(β)ν) + μ2
12 (divβ) = 0, on ∂�δ ,

(ε(β)ν)∂�δ = 0, on ∂�δ ,

(∇w − β) · ν = 0, on ∂�δ .

(5.25)

Due to step 1-4 and to (5.24), we know that the rescaled solution (β̃δ, w̃δ) of (5.25) verfies

β̃I ⇀ βI
0 , w̃ ⇀ w0,

in L2(�1), where (βI ,w0) solves
0
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− E
24(1+σ)

div(g∇(βI
0 )) − E(1+(d+1)σ ) 

24(1+σ)(1+(d−1)σ )
∇(g divβI

0 )

+ Ek
2(1−σ)t2 (∇w0 − βI

0 )g + t2

12βI
0 g = F̃0g, in �,

− Ek
2(1−σ)t2 div((∇w0 − βI

0 )g) + w0g = f̃0g, in �,
E

12(1−σ)
(νT ε(βI

0 )ν�) + σE
24(1−σ 2)

(divβI
0 ) = 0, on ∂�,

(ε(βI
0 )ν�)∂� = 0, on ∂�,

(∇w0 − βI
0 ) · ν� = 0, on ∂�.

(5.26)

Moreover

ε(β̃I ) ⇀ ε(βI
0 ), div β̃I ⇀ divβI

0 ,

and by Korn’s inequality in the fixed domain �1 we conclude that

‖D(β̃I − βI
0 )‖L2(�1)

≤ C�1

(‖ε(β̃I − βI
0 )‖L2(�1)

+ ‖div(β̃I − βI
0 )‖L2(�1)

+ ‖β̃I
δ − βI

0 ‖L2(�1)

)
.

Hence (β̃I − βI
0 ) is a uniformly bounded sequence in H 1(�1)

N−d ; up to a subsequence, there 
exists γ ∈ H 1(�1)

N−d such that (β̃I − βI
0 ) ⇀ γ in H 1(�1)

N−d , but since (β̃I − βI
0 ) ⇀ 0 in 

L2(�1)
N−d , it must be γ = 0, hence

(β̃I − βI
0 ) ⇀ 0, in H 1(�1)

N−d .

Now, by the Rellich-Kondrachov Theorem, H 1(�1)
N−d is compactly embedded in L2(�1)

N−d ; 
thus,

β̃I → βI
0 , in L2(�1)

N−d .

Again by the Rellich-Kondrachov Theorem, w̃ → w0 in L2(�1). Regarding δ−1β̃II
δ , since 

M1(β̃
II
δ ) = 0, we deduce immediately that

‖β̃II
δ ‖2

δ2 =
∫
�1

∣∣∣∣ β̃II
δ −M1(β̃

II
δ )

δ

∣∣∣∣
2

≤ CPoi

∫
�1

∣∣∣∣Dyβ̃
II
δ

δ

∣∣∣∣
2

= CPoiδ
2
∫
�1

∣∣∣∣Dyβ̃
II
δ

δ2

∣∣∣∣
2

≤ CPoiCKornδ
2
(∫

�1

|εy(β̃
II
δ )|

δ2 +
∫
�1

|β̃II
δ |2
δ2

)
,

hence

‖β̃II
δ ‖2

δ2 ≤ CPoiCKorn

1 − CPoiCKornδ2 δ2(‖f̃ ‖L2(�1)
+ ‖J T F̃‖2

L2(�1)
N

) → 0.

Therefore we conclude that

‖(βδ,wδ) − Eδ(β
I ,w0)‖H = ‖(β̃I , w̃δ) − E(βI ,w0)‖L2(� )N−d+1 + δ−2‖β̃II‖2

2 d → 0.
0 δ δ 0 1 δ L (�1)
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This shows (iii)(a) in Definition 2.1. To establish (iii)(b), assume instead that Gδ := (Fδ, fδ) ∈
Hδ and supδ>0‖Gδ‖Hδ

< ∞, or equivalently, supδ>0‖J T G̃δ‖L2(�1)
N+1 < +∞. Then, up to a 

subsequence, J T G̃δ = (F̃ I
δ , F̃ II

δ , f̃δ) converges weakly in L2(�1)
N+1 to (F̃ I

0 ,0, f̃0), with F̃
and f̃ as in (5.18). Here we implicitly used that F̃ II

0 = 0 because it is the weak limit of vector 
fields with null integral average. Then from Step 1-4, we deduce that up to a subsequence, the 
solution (J T β̃δ, w̃δ), which is obtained from the solution of (5.25) after rescaling, converges 
weakly in L2(�1)

N+1 to the solution (βI
0 ,w0) of problem (5.26), with data (M1F̃

I
0 ,M1f̃0). 

An application of Korn’s inequality and the Rellich-Kondrachov Theorem as done before yields 
that the convergence is in fact strong in L2(�1)

N+1, therefore concluding the proof. �
Remark 5.2. Let y0

j := yj −M1(yj ). The proof of Theorem 5.1 gives some quantitative estimates 

of the convergence. Recall that in Step 1 we proved that for all ψ ∈ H 1
0 (W),

∫
�1

(1 − σ)

δ2

∂β̃II,j

∂yj

ψ + σ

δ2 divy β̃IIψ + σ divx β̃Iψ

−
(∫

�1

(
(1 − σ)qjj + σ

d∑
i=1 

qii + σ divx βI
0

)
ψ g

)
=

∫
�1

F̃ II,j

δ
δ2y0

j ψ + Rδ
j → 0, (5.27)

where

Rδ
j (β,ψ) = − E

24(1 − σ)2

∫
�1

(1 − σ)
1 
2δ

(
∂β̃I,i

∂yj

+ ∂β̃II,j

∂xi

)
δ

2
y0
j

∂ψ

∂xi

− Ek

2(1 − σ)t2

∫
�1

1

δ
(∂yj

w̃ − β̃II,j )δy0
j ψ −

∫
�1

β̃II,j

δ
δyjψ +

∫
�1

F̃ II,j

δ
δy0

j ψ

= − E

24(1 − σ)2

∫
�1

(1 − σ)
1 
2δ

(
∂β̃I,i

∂yj

+ ∂β̃II,j

∂xi

)
δ

2
y0
j

∂ψ

∂xi

− Ek

2(1 − σ)t2

∫
�1

1

δ
(∂yj

w̃)δy0
j ψ

and

qjj = − σ divx βI
0

(1 − σ) + d σ
, j = 1, . . . , d.

Upon summing over j ∈ {1, . . . , d} in (5.27) we get

∫
(1 − σ) + dσ

δ2 divy β̃IIψ + dσ divx β̃Iψ
�1
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−
(∫

�1

(
(1 − σ + dσ)

d∑
i=j

qjj + dσ divx βI
0

)
ψ g

)
=

∫
�1

F̃ II · y0

δ
δ2ψ + R̃δ

j → 0, (5.28)

where R̃δ
j = ∑

j Rδ
j . Note that (1 − σ + dσ)

∑d
i=j qjj + dσ divx βI

0 = 0, so

∫
�1

1 
δ2 divy β̃IIψ + dσ

1 − σ + dσ
divx β̃Iψ = 1 

1 − σ + dσ

(∫
�1

F̃ II · y0

δ
δ2ψ + R̃δ

j

)
→ 0.

We claim that there exists CL > 0 such that

|Rδ
j (β,ψ)| ≤ CL δ

( t2

12
‖J T F̃‖2 + ‖f̃ ‖2

)
‖ψ‖H 1(�). (5.29)

For instance, we have

∣∣∣∣ E

24(1 − σ)2

∫
�1

(1 − σ)
1 
2δ

(
∂β̃I,i

∂yj

+ ∂β̃II,j

∂xi

)
δ

2
y0
j

∂ψ

∂xi

∣∣∣∣ ≤ CL

∥∥∥∥ 1 
2δ

(
∂β̃I,i

∂yj

+ ∂β̃II,j

∂xi

)∥∥∥∥δ‖∂xi
ψ‖.

(5.30)
Moreover, from (5.12) we have

∥∥∥∥ 1 
2δ

(
∂β̃I,i

∂yj

+ ∂β̃II,j

∂xi

)∥∥∥∥ ≤ CL

( t2

12
‖J T F̃‖2 + ‖f̃ ‖2

)
.

Therefore we conclude that the right-hand side of (5.30) can be estimated from above by 

CLδ‖ψ‖H 1(�)

(
t2

12‖J T F̃‖2 + ‖f̃ ‖2
)

. Arguing similarly for each integral appearing in R(δ) we 
finally deduce (5.29).

6. Norm resolvent convergence in the sense of Vainikko

In Theorem 2.2 we proved that A−1
δ → A−1

0 in compact convergence sense, with respect to 
the connecting system ((Eδ)δ, (Hδ)δ,H0). One could ask if this convergence happens uniformly 
with respect to Vainikko norm resolvent convergence, see Definition 4.4.

Theorem 6.1. In the notation of Theorem 2.2, Aδ → A0 in generalised norm resolvent conver
gence.

Proof. Let us set Bδ = A−1
δ and B0 = A−1

0 . First note that

‖BδEδ − EδB0‖L(H0,Hδ)
= ‖Tδ‖L(H0,H1)

:= ‖B̃δE − EB0‖L(H0,H1)
,

where B̃δ is the rescaled operator appearing in the proof of Theorem 5.1, and for F ∈ H0, 
EF(x, y) = F(x) for all (x, y) ∈ �. We observe that Theorem 5.1 shows that TδF0 → 0 in 
L2(�1)

N+1, for any F0 ∈ L2(�)N−d+1, and moreover that Tδ → 0 compactly. In other words, 
(Tδ)δ is a collectively compact family of operators in the sense of Anselone and Palmer (see 
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Definition 2.3). Our strategy will be to use Theorem 2.5 on the family of operators (Tδ)δ . For 
this, we only need to check that (Tδ)δ satifies (2.2) with T0 = 0. 
Let then (uδ)δ be a bounded sequence in H0 and assume without loss of generality that uδ ⇀ u

in H0 as δ → 0+. By definition of Tδ we have that

Tδuδ = (B̃δE − EB0)uδ.

Since B0 is compact, we immediately find that B0uδ → B0u. Moreover, from the proof of The
orem 2.2,

lim 
δ→0+ B̃δEuδ = B0 EM1(w− lim 

δ→0+ uδ) = B0(w− lim 
δ→0+ uδ) = B0u, (6.1)

where the convergence is possibly up to a subsequence. Thus, possibly up to a subsequence,

Tδuδ → B0u − EB0u = 0,

where we have used that since B0u ∈H0, EB0u = u. 
Thus, (Tδ)δ has the required property (2.2); by Theorem 2.5, ‖Tδ‖L(H0,H1)

→ 0 as δ → 0+, 
concluding the proof. �

Theorem 6.1 establishes that A−1
δ Eδ −EδA

−1
0 converges in L(H0,Hδ) to zero, so in particular 

there exists a function ω(δ), ω(δ) → 0 as δ → 0+, such that

‖A−1
δ Eδf0 − EδA

−1
0 f0‖Hδ

≤ ω(δ)‖f0‖H0
(6.2)

for all f0 ∈ H0. Note that the proof of Theorem 6.1 remains valid in a more general setting in 
which we have a family (Aδ)δ of non-negative self-adjoint operators in Hδ converging compactly 
in generalised sense, with the additional property that (6.1) holds. The abstract nature of the proof 
does not give information on the rate of convergence ω(δ) as δ → 0+.

Obtaining the sharp rate of convergence is not an easy task. We note that this is already not 
trivial for the Neumann Laplacian on curved thin tubes; and it is yet open for higher order elliptic 
operators, such as the biharmonic operator with free boundary conditions, where it is not possible 
to separate variables. 
For the Reissner-Mindlin system, the main obstruction to obtain a sharp rate of convergence is 
given by the lack of a uniform estimate for Dyβ

I
δ ; this is a consequence of the lack of a uniform 

Korn inequality for the family of domains �δ. Despite all these issues we state the following

Conjecture. The rate of convergence ω(δ) in (6.2) is δ1/2.

To support this conjecture, we show that ω(δ) ≤ Cδ1/2 for �δ = � × Bd(0, δ).

Theorem 6.2. Assume that � is of class C2 and let �δ = � × Bd(0, δ) or �δ = � ×
(−δ/2, δ/2)d . Let f0 ∈H0, then

‖BδEδf0 − EδB0f0‖H ≤ Cδ1/2‖f0‖H .

δ 0
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Proof. To prove this theorem we adopt a variational approach. We dfine the energy functional

Fδ(ηδ, vδ) :=
∫
�δ

(
E

24(1 − σ 2)

[
(1 − σ)|ε(ηδ)|2 + σ |divηδ|2

]

+ Ek

4(1 − σ)t2 |∇vδ − ηδ|2 + 1

2

[
t2

12
|ηδ|2 + |vδ|2

]
− Eδf0 · (ηδ, vδ)

T

)
δ−ddxdy,

for (ηδ, vδ) ∈ dom(Fδ), where dom(Fδ) ⊆ Hδ densely. We note that

F hom
δ (ηδ, vδ) := Fδ(ηδ, vδ) +

∫
�δ

Eδf0 · (ηδ, vδ)
T δ−ddxdy ≥ min

{
t2

24
,

1

2

}
‖(ηδ, vδ)‖2

Hδ
≥ 0.

(6.3)
We further dfine

F0(η0, v0) :=
∫
� 

(
E

24(1 − σ 2)

[
(1 − σ)|εx(η0)|2 + (1 − σ)σ

(1 − σ) + dσ
|divx η0|2

]

+ Ek

4(1 − σ)t2 |∇v0 − η0|2 + 1

2

[
t2

12
|η0|2 + |v0|2

]
− f0 · (η0, v0)

T

)
g(x)dx,

for (η0, v0) ∈ dom(F0), where dom(F0) ⊆ H0 densely. Finally, set

λδ := min 
(η,v)∈dom(Fδ)

Fδ(η, v),

μ := min 
(η,v)∈dom(F0)

F0(η, v),

and let (βδ,wδ), (β0,w0) be the (unique) solutions to

λδ = Fδ(βδ,wδ), μ = F0(β0,w0).

Note that due to the Euler-Lagrange variational principle, �δ := (βδ,wδ) is exactly the solution 
of the equation Aδ�δ = Eδf0, and �0 := (0,w0) is the solution of A0�0 = f0. 
Then it is easy to see that

λδ ≤ Fδ(Eδβ0,Eδw0) = μ + I (β0, δ), (6.4)

where

I (β0, δ) = E

24(1 − σ 2)

∫
�δ

σ 2 d

(1 − σ) + σ d
|divx Eδ(β0)|2dxδ−ddy.

We claim that
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λδ ≥ μ + I (β0, δ) + Fδ(βδ − Eδβ0,wδ − Eδw0)

− Eσ

24(1 − σ 2)

σ d

(1 − σ) + σd
‖divx(β

I
δ − Eδβ0)‖2

Hδ

+
∫
�δ

Eδf0 · (βδ − Eδβ0,wδ − Eδw0)
T δ−ddxdy + 2L(βδ,β0, δ)

(6.5)

for some functional L with the property that |L(βδ,β0, δ)| ≤ CLδ‖f0‖H0
‖divβ0‖H 1(�). 

To achieve the lower bound (6.5), first write

λδ = Fδ(βδ,wδ) = Fδ(βδ − Eδβ0,wδ − Eδw0)

+ Fδ(Eδβ0,Eδw0) + 2Rδ(βδ − Eδβ0,wδ − Eδw0;β0,w0)
(6.6)

with

Rδ(βδ − Eδβ0,wδ − Eδw0;β0,w0)

:=
∫
�δ

(
E

24(1 − σ 2)

[
(1 − σ)ε(βδ − Eδβ0) : ε(β0) + σ div(βδ − Eδβ0)divβ0

]

+ Ek

4(1 − σ)t2 (∇(wδ − Eδw0) − (βδ − Eδβ0)) · (∇w0 − β0)

+ 1

2

[
t2

12
(βδ − Eδβ0)β0 + (wδ − Eδw0)w0

])
δ−ddxdy.

Since the measure of the x-sections do not depend on x, the derivatives commute with the aver
aging operator Mδ; we can then rewrite the previous formula as

Rδ(βδ − Eδβ0,wδ − Eδw0;β0,w0) :=
=

∫
� 

(
E

24(1 − σ 2)

[
(1 − σ)εx(Mδβδ − β0) : εx(β0) + (1 − σ)σ

(1 − σ) + dσ
divx(Mδβδ − β0)divx β0

]

+ Ek

4(1 − σ)t2 (∇x(Mδwδ − w0) − (Mδβδ − β0)) · (∇xw0 − β0)

+ 1

2

[
t2

12
(Mδβδ − β0)β0 + (Mδwδ − Eδw0)w0

])
g(x)dx

− Eσ

24(1 − σ 2)

∫
�δ

σ d

(1 − σ) + σd
|divx(β

I
δ − Eδβ0)|2dxδ−ddy + L(βδ,β0, δ),

(6.7)

where

L(βδ,β0, δ) = Eσ

24(1 − σ 2)

∫ (
divy βII

δ + σ d

(1 − σ) + σd
divx βI

δ

)
divx β0dxδ−ddy.
�δ
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Note that, since (β0,w0)
T = B0f0,

2Rδ(βδ − Eδβ0,wδ − Eδw0;β0,w0)

=
∫
�δ

Eδf0 · (βδ − Eδβ0,wδ − Eδw0)
T δ−ddxdy

− Eσ

24(1 − σ 2)

σ d

(1 − σ) + σd
‖divx(β

I
δ − Eδβ0)‖2

Hδ
+ 2L(βδ,β0, δ).

(6.8)

Moreover,

Fδ(Eδβ0,Eδw0) = F0(β0,w0) + I (β0, δ) = μ + I (β0, δ). (6.9)

Equations (6.6), (6.9), (6.7) (6.8) imply that

λδ = Fδ(βδ − Eδβ0,wδ − Eδw0)

− Eσ

24(1 − σ 2)

σ d

(1 − σ) + σd
‖divx(β

I
δ − Eδβ0)‖2

Hδ
+ μ + I (β0, δ)

+
∫
�δ

Eδf0 · (βδ − Eδβ0,wδ − Eδw0)
T δ−ddxdy + 2L(βδ,β0, δ)

(6.10)

and, due to Remark 5.2,

|L(βδ,β0, δ)| ≤ CLδ‖f0‖H0
‖divβ0‖H 1(�).

This concludes the proof of (6.5). 
By (6.4) and (6.5), keeping into account (6.3), we conclude that

F hom
δ (βδ − Eδβ0,wδ − Eδw0) − Eσ

24(1 − σ 2)

σ d

(1 − σ) + σd
‖divx(β

I
δ − Eδβ0)‖2

Hδ

≤ |2L(βδ,β0, δ)| ≤ 2CLδ‖f0‖H0
‖divβ0‖H 1 .

Since F hom
δ contains the square of the Hδ-norm of divx(β

I
δ − Eδβ0), a simple calculation show 

that there exists C(σ) > 0 such that

F hom
δ (βδ − Eδβ0,wδ − Eδw0) − Eσ

24(1 − σ 2)

σ d

(1 − σ) + σd
‖divx(β

I
δ − Eδβ0)‖2

Hδ

≥ C(σ)F hom
δ (βδ − Eδβ0,wδ − Eδw0).

Therefore,

0 < C(σ)F hom
δ (βδ − Eδβ0,wδ − Eδw0) ≤ 2CLδ‖f0‖H0

‖divβ0‖H 1 ≤ 2CLCregδ‖f0‖2
H0

,

(6.11)
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where in the last inequality we used that, due to elliptic regularity theory in the fixed limiting 
domain � there exists Creg > 0 such that

‖βI
0 ‖H 2(�) ≤ Creg‖f0‖L2(�).

Just recall that

F hom
δ (βδ − Eδβ0,wδ − Eδw0) ≥ min

{
t2

24
,

1

2

}
‖(βδ − Eδβ0,wδ − Eδw0)‖2

Hδ

to conclude that

‖(βδ − Eδβ0,wδ − Eδw0)‖2
Hδ

≤ 2

(
C(σ)min

{
t2

24
,

1

2

})−1

CLCreg δ‖f0‖2
H0

. �

Remark 6.3. In the general case when �δ is as in (5.3), the upper bound λδ ≤ μ + I (β0, δ) still 
holds; however, the lower bound (6.5) does not hold anymore because the identity ∂xj

Mδ(βδ) =
Mδ(∂xj

βδ) is not valid when g is not constant. To overcome this problem, a possible strategy 
is to show that the commutators [∂xj

,Mδ] can be estimated with either quantities which are 
O(δ) as δ → 0+ or with quantities that are already appearing in the lower bound in the flat case. 
Unfortunately, one has

|[∂xj
,Mδ]u|(x) ≤ Cδ

1 

|�II
δ (x)|

∫
�II

δ (x)

|∇yu| + C
1 

|�II
δ (x)|

∫
�II

δ (x)

|u −Mδu| (6.12)

for every u ∈ H 1(�δ). As remarked above, when u = β
I,i
δ , we cannot proceed since do not have 

uniform apriori estimates on ∇yβ
I,i
δ .

We show now that (6.2) implies a rate of convergence for the eigenvalues.

Lemma 6.4. Let λ0 ∈ σ(A0) be an eigenvalue of multiplicity m and let λj
δ ∈ σ(Aδ) be such that 

λ
j
δ → λ0 as δ → 0+, j = 1, . . . ,m. Let γ be a closed Jordan curve in C containing λ0 and λj

δ , 
j = 1, . . . ,m, but no other point of σ(A0) ∪ σ(Aδ). Dfine

P δ
γ := 1 

2πi

∫
γ

(Aδ − z)−1dγ (z), P 0
γ := 1 

2πi

∫
γ

(A0 − z)−1dγ (z).

Then

‖P δ
γ Eδ − EδP

0
γ ‖L(H0,Hδ)

≤ Cω(δ).

In particular, if (uj
δ )j=1,...,m is an orthonormal family in L2(�δ) satisfying Aδu

j
δ = λ

j
δu

j
δ and 

A0u
0 = λ0u

0, ‖u0‖H = 1, then

0
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∥∥∥∥
m ∑

j=1 
(u

j
δ ,Eδu0)u

j
δ − Eδu0

∥∥∥∥ ≤ Cω(δ).

Proof. By definition of the projections P δ
γ , P 0

γ , it is immediate to check that

‖P δ
γ Eδ − EδP

0
γ ‖L(H0,Hδ)

≤ |γ |
2π

sup 
z∈supp(γ )

‖(Aδ − z)−1Eδ − Eδ(A0 − z)−1‖,

and since supp(γ ) ⊂ ⋂
δ≥0 �(Aδ), by (6.2) we conclude that

‖P δ
γ Eδ − EδP

0
γ ‖L(H0,Hδ)

≤ |γ |
2π

Cω(δ). �
Theorem 6.5. Let λ0 ∈ σ(A0) be an eigenvalue of multiplicity m ≥ 1 and let λi

δ ∈ σ(Aδ), i =
1, . . . ,m, be such that λi

δ → λ0 as δ → 0+. Let γ be the Jordan curve containing λδ and λ0 as 
in the previous lemma. Then

m ∑
i=1 

|λi
δ − λ0| ≤ Cω(δ)|λ0| sup

δ≥0 

[
‖EδP

0
γ ‖−1

m ∑
i=1 

(1 + |λi
δ| + |λi

δ|‖A−1
δ ‖)

]
. (6.13)

Proof. We have the trivial identities

AδP
δ
γ Eδ =

m ∑
i=1 

λi
δP

δ
γ Eδ, A0P

0
γ = λ0P

0
λ ,

from which we deduce that

P δ
γ Eδ =

m ∑
i=1 

λi
δA

−1
δ P δ

γ Eδ, EδP
0
γ = λ0EδA

−1
0 P 0

λ .

In the sequel we omit the dependence on γ when we write the projections. Subtracting the pre
vious identities we get

P δEδ − EδP
0 =

m ∑
i=1 

λi
δA

−1
δ P δEδ − λ0EδA

−1
0 P 0

=
m ∑

i=1 

(
λi

δA
−1
δ EδP

0 − λ0EδA
−1
0 P 0 + λi

δA
−1
δ (P δEδ − EδP

0)
)

=
m ∑

i=1 

(
λi

δ(A
−1
δ Eδ − EδA

−1
0 )P 0 + (λi

δ − λ0)EδA
−1
0 P 0 + λi

δA
−1
δ (P δEδ − EδP

0)
)
.

Therefore
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m ∑
i=1 

(λi
δ − λ0)EδA

−1
0 P 0 =

m ∑
i=1 

[
(1 − λi

δA
−1
δ )(P δEδ − EδP

0) − λi
δ(A

−1
δ Eδ − EδA

−1
0 )P 0].

By Lemma 6.4, ‖P δEδ − EδP
0‖ ≤ Cω(δ) and by (6.2), ‖A−1

δ Eδ − EδA
−1
0 ‖ ≤ Cω(δ); moreover 

A−1
0 P0 = P0

λ0
. We then conclude that

m ∑
i=1 

|λi
δ − λ0| ≤ Cω(δ)|λ0|

m ∑
i=1 

(‖(1 − λi
δA

−1
δ )‖ + |λi

δ|
‖EδP 0‖

)
,

from which (6.13) follows easily. �
Remark 6.6. Since λi

δ → λ0, there exists a constant M ≥ 1 such that |λi
δ| ≤ M|λ0| for all i =

1, . . . ,m. Furthermore, for the explicit choice of (Eδ)δ as in Theorem 2.2, ‖Eδ‖ = 1 for all δ. We 
can then rewrite (6.13) in the simpler, yet less precise form,

m ∑
i=1 

|λi
δ − λ0| ≤ Cω(δ)|λ0| (1 + M|λ0| + 2M|λ0|‖A−1

0 ‖)
‖P 0

γ ‖ ,

so that the constant on the right-hand side does not depend on δ.
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