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ON THE CORRELATION BETWEEN CRITICAL POINTS AND CRITICAL VALUES FOR

RANDOM SPHERICAL HARMONICS

VALENTINA CAMMAROTA AND ANNA PAOLA TODINO

ABSTRACT. We study the correlation between the total number of critical points of random spherical har-

monics and the number of critical points with value in any interval I ⊂ R. We show that the correlation

is asymptotically zero, while the partial correlation, after controlling the random L2-norm on the sphere of

the eigenfunctions, is asymptotically one. Our findings complement the results obtained by Wigman (2012)

and Marinucci and Rossi (2021) on the correlation between nodal and boundary length of random spherical

harmonics.

1. INTRODUCTION AND MAIN RESULT

1.1. Random spherical harmonics. Let S2 be the unit 2-dimensional sphere and ∆S2 be the Laplace-

Beltrami operator on S2. The spectrum of ∆S2 consists of the numbers λℓ = ℓ(ℓ + 1) with ℓ = 1, 2, . . . ,
and the eigenspace corresponding to λℓ is the (2ℓ + 1)-dimensional linear space of degree ℓ spherical

harmonics. For ℓ > 0 let {Yℓm(·)}m=−ℓ,...,ℓ be an arbitraryL2-orthonormal basis of real valued spherical

harmonics satisfying

∆S2Yℓm + λℓYℓm = 0.

On S2 we consider a family of Gaussian random fields, defined of a suitable probability space (Ω,F ,P),

(1.1) fℓ(x) =

√
4π√

2ℓ+ 1

ℓ∑

m=−ℓ

aℓmYℓm(x),

where the coefficients {aℓm}m=−ℓ,...,ℓ are independent standard Gaussian with zero mean and unit vari-

ance. The standardization in (1.1) is such that Var(fℓ(x)) = 1, and the law of the process {fℓ(·)} is in-

variant with respect to the choice of theL2-orthonormal basis {Yℓm}. The random fields {fℓ(x) : x ∈ S2}
are isotropic centred Gaussian with covariance function given by

E[fℓ(x)fℓ(y)] = Pℓ(cos d(x, y)),

denoting with Pℓ the Legendre polynomial and d(x, y) = arccos〈x, y〉 the geodesic distance on the

sphere.

In this paper, we focus on the critical points and critical values of fℓ. Let I ⊆ R be any interval in the

real line and ∇ the covariant gradient on the sphere, the number of critical points of fℓ with value in I is

denoted by

N
c
ℓ (I) = #{x ∈ S

2 : ∇fℓ(x) = 0, fℓ(x) ∈ I};
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2 ON THE CORRELATION BETWEEN CRITICAL POINTS AND CRITICAL VALUES

we denote N c
ℓ (u) = N c

ℓ (−∞, u) and N c
ℓ = N c

ℓ (R) the total number of critical points. In this paper,

in particular, we investigate how much the number of critical points characterizes the geometry of the

random spherical eigenfunctions, i.e. the behaviour of the excursion sets

Au(fℓ) = {x ∈ S
2 : fℓ(x) ≥ u},

for arbitrary levels u ∈ R.

A number of issues on the geometry of random spherical harmonics has been recently analysed: nodal

domains [28, 19], length of nodal lines [36, 24], the excursion area and the defect [25, 26, 23], Euler-

Poincaré characteristic of the excursion sets [11, 9], mass equidistribution [17], critical radius [15]. These

and other geometric features have also been intensively studied for random eigenfunctions on other man-

ifolds such as the torus (Arithmetic Random Waves) and the plane (Berry’s Random Waves model), see

e.g. [3, 4, 18, 21, 5, 2, 14, 6, 10, 29, 35]; [4, 34, 33] for fluctuations over subdomains of the torus and

of the sphere, [16] for the analysis of mass equidistributions; and [31, 32] for nodal intersections, to list

only some of the recent contributions.

1.2. Critical values. In [12] it has been shown that, for every interval I ⊆ R, as ℓ → ∞, the expected

number of critical points with value in I behaves like

E[N c
ℓ (I)] =

2√
3
ℓ2

∫

I

√
3√
8π

(2e−t2 + t2 − 1)e−
t2

2 dt+O(1),

where here (and later) the constant in the O(·) term is universal, i.e. the integral of the error term on any

interval I is uniformly bounded by its value when I = R. The investigation of the asymptotic variance is

more challenging and in [12, Theorem 1.2] it has been shown that

(1.2) Var(N c
ℓ (I)) = ℓ3[νc(I)]2 +O(ℓ5/2),

where

νc(I) =

∫

I

1√
8π

[2− 6t2 − et
2

(1− 4t2 + t4)]e−
3
2 t

2

dt.

Similar results hold for the number of extrema and saddles.

1.3. Critical points. When considering the total number of critical points, i.e. I = R, we immediately

obtain that

E[N c
ℓ ] =

2√
3
ℓ2 +O(1),

whereas the leading term in (1.2) vanishes and [13, Theorem 1.1] establishes that as ℓ→ ∞,

(1.3) Var(N c
ℓ ) =

1

33π2
ℓ2 log ℓ+O(ℓ2).

1.4. Interpretation in terms of Wiener chaoses. These results can be interpreted in terms of the L2(Ω)
expansion of critical points into Wiener chaoses, see e.g. [7], which are orthogonal spaces spanned

by Hermite polynomials. First of all, we recall that the Hermite polynomials Hq(x) are defined by

H0(x) = 1, and for q = 2, 3, . . .

Hq(x) = (−1)q
1

φ(x)

dqφ(x)

dxq
,

with φ(x) = 1√
2π
e−x2/2. We consider the Wiener chaos expansion

N
c
ℓ (I) =

∞∑

q=0

N
c
ℓ (I)[q],(1.4)
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where N c
ℓ (I)[q] denotes the projection of N c

ℓ (I) on the q-order chaos component that is the space

generated by the L2-completion of linear combinations of the form

Hq1(ξ1) ·Hq2(ξ2) · · ·Hqk(ξk), k ≥ 1,

with qi ∈ N such that q1 + · · ·+ qk = q, and (ξ1, . . . , ξk) standard real Gaussian vector.

It results that (after centring) a single term dominates the L2(Ω) expansion in (1.4). We define the

random variables

hℓ,q :=

∫

S2

Hq(fℓ(x)) dx

called sample polyspectra, see i.e. [26, 27, 20]. We have that

Var(hℓ,2) = (4π)2
2

2ℓ+ 1
, Var(hℓ,4) = 576

log ℓ

ℓ2
+O(ℓ−2),

and, for q = 3 and q ≥ 5,

Var(hℓ,q) =
cq
ℓ2

+ o(ℓ−2), cq :=

∫ ∞

0

J0(ψ)
qψ dψ,

and J0(·) is the Bessel function of order zero. Note that the coefficient c3 can be calculated in the closed

form c3 = 2
π
√
3

(see eq. (2.12.42.15) in [30]).

These results, and equations (1.2) and (1.3), suggest that the asymptotic behaviour of the total number

of critical points is dominated by the projection into the fourth chaotic component, which can be expressed

by the integral of hℓ,4; whereas the number of critical values in I is dominated by the projection into the

second chaotic component, which can be expressed by hℓ,2. Indeed let us introduce the random variables

Sℓ(I) =
λℓ
2
νc(I)

1

2π

∫

S2

H2(fℓ(x))dx,

and

Fℓ = − λℓ

2332
√
3π

∫

S2

H4(fℓ(x))dx.

In [7] it has been established that, as ℓ→ ∞, and for I ⊂ R and such that νc(I) 6= 0,

N
c
ℓ (I)− E[N c

ℓ (I)] = N
c
ℓ (I)[2] +Rℓ(I),

with E[R2
ℓ (I)] = o(ℓ3) uniformly over I , and where N c

ℓ (I)[2] = Sℓ(I). As a consequence the total

number of critical values is fully correlated in the limit with Sℓ(I), i.e. as ℓ→ ∞

(1.5) Corr(N c
ℓ (I),Sℓ(I)) =

Cov(N c
ℓ (I),Sℓ(I))√

Var(N c
ℓ (I))Var(Sℓ(I))

→ 1.

Subsequently in [8] it has been shown that

N
c
ℓ − E [N c

ℓ ] = N
c
ℓ [4] + oP(

√
ℓ2 log ℓ),

where N c
ℓ [4] = Fℓ, and, in general, for e sequence of random variables Xℓ and a sequence of real

numbers aℓ, the notation Xℓ = oP(aℓ) means that Xℓ/aℓ converges to zero in probability as ℓ → ∞.

Hence the total number of critical points is fully correlated in the limit with Fℓ

Corr(N c
ℓ ,Fℓ) =

Cov(N c
ℓ ,Fℓ)√

Var(N c
ℓ )Var(Fℓ)

→ 1.

An important consequence of the results in [7, 8], is that, while the computation of the number of critical

points and critical values via Kac-Rice formula (see [1] and Section 2 below) requires the evaluation of

gradient and Hessian fields, the dominant term of N c
ℓ and N c

ℓ (I) depends, in the high frequency limit,
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only on the second-order and fourth-order Hermite polynomials evaluated at the eigenfunctions fℓ, i.e.

only on hℓ,4 and hℓ,2 respectively. Moreover

hℓ,2 =

∫

S2

f2
ℓ (x) dx − 4π =

4π

2ℓ+ 1

ℓ∑

m=−ℓ

|aℓm|2 − E|aℓm|2

is proportional to a sum of independent and identically distributed random variables with zero mean and

finite variance and, as a simple corollary, this implies a quantitative Central Limit Theorem for N c
ℓ (I).

Similarly for N c
ℓ : the limiting distribution of hℓ;4 was studied in [27], where it is shown that a quantitative

version of the Central Limit Theorem holds for hℓ;4.

1.5. Main results. The main result in this paper is the characterization of the correlation structure be-

tween the critical points and the critical values in any interval I . More precisely, we prove that the

correlation between N c
ℓ (I) and N c

ℓ is asymptotically zero when I 6= R and νc(I) 6= 0, while the partial

correlation, after controlling for the random L2-norm on the sphere of the eigenfunctions, is asymptoti-

cally one. The proof follows the lines of [22] where an analogous result is obtained for the correlation

between nodal length and boundary length of excursion sets. To do so, we first recall the definition of par-

tial correlation coefficient between two random variables Xi, i = 1, 2, with respect to a random variable

Z

(1.6) CorrZ(X1, X2) = Corr(X∗
1 , X

∗
2 ),

where the random variables X∗
i are defined by

X∗
i := (Xi − E[Xi])−

Cov(Xi, Z)

Var(Z)
(Z − E[Z]).

In our context the random variables involved are

X1 = N
c
ℓ , X2 = N

c
ℓ (I), Z = ||fℓ(x)||2L2(S2),

and so the partial correlation coefficient measures the linear dependence between N c
ℓ and N c

ℓ (I) after

getting rid of the components depending on the random L2-norm of the eigenfunctions fℓ. Note that

Z − E[Z] = ||fℓ(x)||2L2(S2) − E||fℓ(x)||2L2(S2)

=

∫

S2

fℓ(x)
2 dx− 4π =

∫

S2

H2(fℓ(x)) dx =
4π

2ℓ+ 1

ℓ∑

m=−ℓ

|aℓm|2 − E|aℓm|2.

Assuming the subset I1 ⊆ R is such that νc(I1) = 0, we prove the following:

lim
ℓ→∞

Corr(N c
ℓ (I1),N

c
ℓ (I2)) =

{
0 if νc(I2) 6= 0,

1 if νc(I2) = 0,

and, for every I1, I2 ⊆ R,

lim
ℓ→∞

Corr||fℓ(x)||2
L2(S2)

(N c
ℓ (I1),N

c
ℓ (I2)) = 1.

We state our main result taking in particular I1 = R.

Theorem 1.1. For subsets I ⊂ R such that νc(I) 6= 0,

lim
ℓ→∞

Corr(N c
ℓ ,N

c
ℓ (I)) = 0,

and for every I ⊆ R

lim
ℓ→∞

Corr||fℓ||2
L2(S2)

(N c
ℓ ,N

c
ℓ (I)) = 1.
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As observed in [22] in the case of nodal and boundary lengths, a corollary of Theorem 1.1 is that N c
ℓ

and N c
ℓ (I) are asymptotically independent, but, when the effect of the sample norm of fℓ is properly

subtracted, their joint distribution is completely degenerate and so the behaviour of the fluctuations of

N c
ℓ (I) is fully explained by N c

ℓ , in the high energy limit. More precisely, denoting N̂ c
ℓ :=

N
c
ℓ√

Var(N c
ℓ
)

and N̂ c
ℓ (I) :=

N
c

ℓ (I)√
Var(N c

ℓ
(I))

, it is possible to prove that as ℓ→ ∞, for I ⊂ R such that νc(I) 6= 0,

(N̂ c
ℓ , N̂

c
ℓ (I))

law→ (Z1, Z2), (N̂ c∗
ℓ , N̂ c∗

ℓ (I))
law→ (Z,Z),

where (Z1, Z2) is a bivariate vector of standard independent Gaussian variables, andZ denotes a standard

Gaussian variable.

1.6. Discussion and Further Result. In [37], see formula (1.9), Wigman has shown that the length of

the level curves is asymptotically fully correlated. Our results fit in the framework of the literature which

has investigated the relationship between geometric functionals of excursion sets of random spherical

harmonics at different levels as in [37, 8, 22]. Let us recall the definition of the excursion sets of fℓ at

level u

Au(fℓ) := {x ∈ S
2 : fℓ(x) ≥ u}.

The functionals which describe the geometry of such sets are the so called Lipschitz-Killing Curvatures,

which correspond to the area, half of the boundary length and the Euler-Poincaré characteristic ofAu(fℓ)
and are denoted by L2(u, ℓ), L1(u, ℓ), L0(u, ℓ), respectively.

Previous works, see for instance [9, 23, 27], show that, when u 6= 0 (and u 6= 1,−1 for the Euler-

Poincaré characteristic), the three Lipschitz-Killing curvatures are asymptotically fully correlated to h2;ℓ
in the high frequency limit, namely

lim
ℓ→∞

Corr(Lk(u, ℓ), h2;ℓ) = 1, k = 0, 1, 2.

Then, we also immediately have that

lim
ℓ→∞

Corr(Lk(u1, ℓ),Lk(u2, ℓ)) = 1, k = 0, 1, 2

for all u1, u2 6= 0 (and u 6= 1,−1 for the Euler-Poincaré characteristic).

Formula (1.5) entails that the number of critical values is perfectly correlated, as ℓ → ∞, with the

area, the Euler-Poincaré characteristic and the boundary length at any nonzero levels. Hence, for u 6= 0
(and u 6= 1,−1 for the Euler-Poincaré characteristic),

lim
ℓ→∞

Corr(Lk(u, ℓ),Nℓ(u,∞)) = 1, k = 0, 1, 2.

When the nodal case is considered (u = 0) the leading term corresponding to h2;ℓ of all these geomet-

rical functionals vanishes and the asymptotic behaviour is different. In [22] the correlation between the

nodal length L1(0, ℓ) and the boundary length L1(u, ℓ), u 6= 0, is investigated; it results that

lim
ℓ→∞

Corr(L1(0, ℓ), h4;ℓ) = 1,

and, for u 6= 0,

lim
ℓ→∞

Corr(L1(0, ℓ),L1(u, ℓ)) = 0,

while, after removing the effect of the norm ||fℓ(x)||L2(S2), for any u ∈ R, it holds that

lim
ℓ→∞

Corr||fℓ(x)||L2(S2)
(L1(0, ℓ),L1(u, ℓ)) = 1.

Theorem 1.1 shows that a similar result holds between critical points and critical values: critical values

and critical points are asymptotically independent, hence critical points carry no information about the

other geometrical functionals at any non-zero levels. This result is due to the fact that the sample norm

dominates the behaviour of Lipschitz-Killing curvatures of the excursion sets at non-zero levels, when its
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effect is adequately removed, the behaviour of L1(u, ℓ) at any level is fully explained by the total number

of critical points, in the high frequency limit. We have, for u 6= 0,

lim
ℓ→∞

Corr(Lk(u, ℓ),N
c
ℓ ) = 0, k = 0, 1, 2,

while

lim
ℓ→∞

Corr(L1(0, ℓ),N
c
ℓ ) = 1,

and for u 6= 0

lim
ℓ→∞

Corr||fℓ(x)||L2(S2)
(L1(u, ℓ),N

c
ℓ ) = 1.

A further result of this paper concerns the Euler-Poincaré characteristic. For this geometrical func-

tional a result analogous to Theorem 1.1 does not hold. In Section 7 we prove that at level 0 also the

fourth chaotic component of the Wiener chaos expansion of the Euler-Poincaré characteristic vanishes.

In [11, 9] it is shown that

Var(L0(u, ℓ)) =
ℓ3

4

[
H1(u)H2(u)

e−u2/2

√
2π

]2

+O(ℓ2 log2 ℓ),

and that the high frequency behaviour of L0(u, ℓ) is dominated by the projection onto the second order

chaos

L0(u, ℓ)− E[L0(u, ℓ)] = L0(u, ℓ)[2] + oP(
√

Var(L0(u, ℓ))),

with

L0(u, ℓ)[2] =
ℓ2

2

[
H1(u)H2(u)

e−u2/2

√
2π

]
hℓ,2 +R(ℓ)

where E[R2(ℓ)] = O(ℓ2 log ℓ). The projection onto the second order chaos term disappears in the nodal

case. However, differently from what happens with nodal length and critical points, the fourth chaotic

component is not dominant as well; indeed in Section 7 we prove that, in the nodal case

Proposition 1.2.

L0(0, ℓ)[4] = 0.

2. KAC-RICE FORMULA AND L2-CONVERGENCE

By means of Kac-Rice formula, the number of critical points with value in I can be formally written

as

N
c
ℓ (I) =

∫

S2

|det∇2fℓ(x)|I{fℓ(x)∈I}δ(∇fℓ(x))dx,

where the identity holds both almost surely (using i.e., the Federer’s coarea formula, see [1]), and in the

L2 sense. The validity of this limit in L2(Ω) was shown in [9] where it is proved that it is possible to built

an approximating sequence of functions N c
ℓ,ε(I) and establish their convergence both ω-almost surely

and in L2(Ω) to N c
ℓ (I). More precisely, let δε : R

2 → R be such that

δε(z) :=
1

ε2
I{z∈[−ε/2,ε/2]2},

and define the approximating sequence

N
c
ℓ,ε(I) :=

∫

S2

|det∇2fℓ(x)|I{fℓ(x)∈I}δε(∇fℓ(x))dx;

it is possible to prove that
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Lemma 2.1. For every ℓ ∈ N, we have

(2.1) N
c
ℓ (I) = lim

ε→0
N

c
ℓ,ε(I),

where the convergence holds both ω-a.s. and in L2(Ω).

3. CHAOS EXPANSION

Following the same approach as given for other geometric functionals in recent papers, see e.g. [21, 9],

we shall start by computing the L2(Ω) expansion of critical points into Wiener chaoses, which will lead

to

N
c
ℓ (I) =

∞∑

q=0

N
c
ℓ (I)[q],

where N c
ℓ (I)[q] denotes the chaos-component of order q, or equivalently the projection of N c

ℓ on the qth

order chaos component, which we shall describe below. In order to define and compute more explicitly

the chaos components, let us introduce the standard spherical coordinates θ ∈ [0, π], ϕ ∈ [0, 2π) and

denote (θx, ϕx) the spherical coordinates of x ∈ S2, we introduce then the differential operators

∂1;x =
∂

∂θ

∣∣∣∣
θ=θx,ϕ=ϕx

∂2;x =
1

sin θ

∂

∂ϕ

∣∣∣∣
θ=θx,ϕ=ϕx

∂11;x =
∂2

∂θ2

∣∣∣∣
θ=θx,ϕ=ϕx

∂12;x =
1

sin θ

∂2

∂θ∂ϕ

∣∣∣∣
θ=θx,ϕ=ϕx

∂22;x =
1

sin2 θ

∂2

∂ϕ2

∣∣∣∣
θ=θx,ϕ=ϕx

.

Recall first that, since fℓ are eigenfunctions of the spherical Laplacian, for every x ∈ S2, we can write

(3.1) fℓ(x) = −∆S2fℓ(x)

λℓ
;

note that at the critical points we have ∆S2fℓ(x) = ∂11fℓ(x)+∂22fℓ(x), whence their number with value

in I is, by symmetry, given by

N
c
ℓ (I) = #{x ∈ S

2 : ∇fℓ(x) = 0,
∂11fℓ(x) + ∂22fℓ(x)

λℓ
∈ I}.

Covariant gradient and Hessian follow the standard definitions, discussed, for instance, in [9]. Here we

simply recall that

∇fℓ(x) = (∂1fℓ(x), ∂2fℓ(x)),

∇2fℓ(x) =

(
∂11fℓ(x) ∂12fℓ(x)− cot θx∂2fℓ(x)

∂12fℓ(x) − cot θx∂2fℓ(x) ∂22fℓ(x) + cot θx∂1fℓ(x)

)
,

vec∇2fℓ(x) = (∂11fℓ(x), ∂12fℓ(x)− cot θx∂2fℓ(x), ∂22fℓ(x) + cot θx∂1fℓ(x)) .

We can then introduce the 5-dimensional vector (∇fℓ(x), vec∇2fℓ(x)); its covariance matrix σℓ is con-

stant with respect to x and it is computed in [7]. It can be written in the partitioned form

σℓ =

(
aℓ bℓ
bTℓ cℓ

)
,

where the superscript T denotes the conjugate transpose, and

aℓ =

(
λℓ

2 0

0 λℓ

2

)
, bℓ =

(
0 0 0
0 0 0

)
, cℓ =

λ2ℓ
8




3− 2
λℓ

0 1 + 2
λℓ

0 1− 2
λℓ

0

1 + 2
λℓ

0 3− 2
λℓ


 .

Let us recall that the Cholesky decomposition of a Hermitian positive-definite matrix A takes the form

A = ΛΛT , where Λ is a lower triangular matrix with real and positive diagonal entries. It is well-known
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that every Hermitian positive-definite matrix (and thus also every real-valued symmetric positive-definite

matrix) admits a unique Cholesky decomposition.

By an explicit computation, it is possible to show that the Cholesky decomposition of σℓ takes the

form σℓ = ΛℓΛ
T
ℓ , where

Λℓ =




√
λℓ√
2

0 0 0 0

0
√
λℓ√
2

0 0 0

0 0
√
λℓ

√
3λℓ−2

2
√
2

0 0

0 0 0
√
λℓ

√
λℓ−2

2
√
2

0

0 0
√
λℓ(λℓ+2)

2
√
2
√
3λℓ−2

0 λℓ

√
λℓ−2√

3λℓ−2




=:




µ1 0 0 0 0
0 µ1 0 0 0
0 0 µ3 0 0
0 0 0 µ4 0
0 0 µ2 0 µ5




;

in the last expression, for notational simplicity we have omitted the dependence of the µis on ℓ. The

matrix is block diagonal, because under isotropy the gradient components are independent from the Hes-

sian when evaluated at the same point. We can hence define a 5-dimensional standard Gaussian vector

Y (x) = (Y1(x), Y2(x), Y3(x), Y4(x), Y5(x)) with independent components such that

(∂1fℓ(x), ∂2fℓ(x), ∂11fℓ(x), ∂12fℓ(x)− cot θx∂2fℓ(x), ∂22fℓ(x) + cot θx∂1fℓ(x))

= ΛℓY (x)

= (µ1Y1(x), µ1Y2(x), µ3Y3(x), µ4Y4(x), µ5Y5(x) + µ2Y3(x)) .

Hence

Yi(x) =

√
2√
λℓ
∂i;xfℓ(x), i = 1, 2,

Y3(x) =
2
√
2√

λℓ
√
3λℓ − 2

∂11;xfℓ(x),

Y4(x) =
2
√
2√

λℓ
√
λℓ − 2

∂21;x,

Y5(x) =

√
3λℓ − 2

λℓ
√
λℓ − 2

∂22;xfℓ(x)−
λℓ + 2

λℓ
√
λℓ − 2

√
3λℓ − 2

∂11;xfℓ(x).

Note that asymptotically

µ1 ∼ ℓ√
2
, µ2 ∼ ℓ2√

24
, µ3 ∼

√
3

8
ℓ2, µ4 ∼ ℓ2√

8
, µ5 ∼ ℓ2√

3
,

where (as usual) aℓ ∼ bℓ means that the ratio between the left- and right-hand side tends to unity as

ℓ→ ∞. Thus we obtain

N
c
ℓ (I) = lim

ε→0

∫

S2

|det∇2fℓ(x)|I{fℓ(x)∈I}δε(∇fℓ(x))dx

= lim
ε→0

λ2ℓ

∫

S2

∣∣∣∣
µ3µ5

λ2ℓ
Y3(x)Y5(x) +

µ2µ3

λ2ℓ
Y 2
3 (x)−

µ2
4

λ2ℓ
Y 2
4 (x)

∣∣∣∣ I{µ2+µ3
λℓ

Y3+
µ5
λℓ

Y5∈I}

× δε(µ1Y1(x), µ1Y2(x))dx,

where
µ3µ5

λ2ℓ
∼ 1√

8
,

µ2µ3

λ2ℓ
∼ 1

8
,

µ2
4

λ2ℓ
∼ 1

8
.

Since the qth order chaos is the space generated by the L2-completion of linear combinations of the form

Hq1(Y1) · · ·Hq5(Y5), with q1 + q2 + · · ·+ q5 = q, it is the linear span of cross-product of Hermite poly-

nomials computed in the independent random variables Yi, i = 1, 2, . . . 5, which generate the gradient
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and Hessian of fℓ. In particular, the second order chaos can be written in the following form

N
c
ℓ (I)[2] = λℓ


∑

i<j

Hij(I)

∫

S2

Yi(x)Yj(x)dx +
1

2

5∑

i=1

Ki(I)

∫

S2

H2(Yi(x))dx


 ,

where

Hij(I) = lim
ε→0

λℓE

[∣∣∣∣
µ3µ5

λ2ℓ
Y3Y5 +

µ2µ3

λ2ℓ
Y 2
3 − µ2

4

λ2ℓ
Y 2
4

∣∣∣∣YiYj 1{µ2+µ3
λℓ

Y3+
µ5
λℓ

Y5∈I}δε(µ1Y1, µ1Y2)

]
,

Ki(I) = lim
ε→0

λℓE

[∣∣∣∣
µ3µ5

λ2ℓ
Y3Y5 +

µ2µ3

λ2ℓ
Y 2
3 − µ2

4

λ2ℓ
Y 2
4

∣∣∣∣H2(Yi) 1{µ2+µ3
λℓ

Y3+
µ5
λℓ

Y5∈I}δε(µ1Y1, µ1Y2)

]
;

the projection coefficients Hij(I) and Ki(I) are constant with respect to ℓ. The fourth order chaos is

N
c
ℓ (I)[4] = λℓ


 1

2!2!

5∑

i=2

i−1∑

j=1

hij(I)

∫

S2

H2(Yi(x))H2(Yj(x))dx +
1

4!

5∑

i=1

ki(I)

∫

S2

H4(Yi(x))dx

(3.2)

+
1

3!

5∑

i,j=1

i6=j

gij(I)

∫

S2

H3(Yi(x))H1(Yj(x))dx

+
1

2

5∑

i,j,k=1

i6=j 6=k

pijk(I)

∫

S2

H2(Yi(x))H1(Yj(x))H1(Yk(x))dx

+

5∑

i,j,k,l=1

i6=j 6=k 6=l

qijkl(I)

∫

S2

H1(Yi(x))H1(Yj(x))H1(Yk(x))H1(Yl(x))dx


 ,

where

hij(I) = lim
ε→0

hεij(I)

= lim
ε→0

λℓ E

[∣∣∣∣
µ3µ5

λ2ℓ
Y3Y5 +

µ2µ3

λ2ℓ
Y 2
3 − µ2

4

λ2ℓ
Y 2
4

∣∣∣∣ I{µ2+µ3
λℓ

Y3+
µ5
λℓ

Y5∈I}δε(µ1Y1, µ1Y2)H2(Yi)H2(Yj)

]
,

ki(I) = lim
ε→0

kεi (I)

= lim
ε→0

λℓ E

[∣∣∣∣
µ3µ5

λ2ℓ
Y3Y5 +

µ2µ3

λ2ℓ
Y 2
3 − µ2

4

λ2ℓ
Y 2
4

∣∣∣∣ I{µ2+µ3
λℓ

Y3+
µ5
λℓ

Y5∈I}δε(µ1Y1, µ1Y2)H4(Yi)

]
,

gij(I) = lim
ε→0

gεij(I)

= lim
ε→0

λℓ E
[ ∣∣∣∣
µ3µ5

λ2ℓ
Y3Y5 +

µ2µ3

λ2ℓ
Y 2
3 − µ2

4

λ2ℓ
Y 2
4

∣∣∣∣ I{ µ2+µ3
λℓ

Y3+
µ5
λℓ

Y5∈I}δε(µ1Y1, µ1Y2)

×H3(Yi(x))H1(Yj(x))
]
,

pijk(I) = lim
ε→

pεijk(I)

= lim
ε→0

λℓ E
[ ∣∣∣∣
µ3µ5

λ2ℓ
Y3Y5 +

µ2µ3

λ2ℓ
Y 2
3 − µ2

4

λ2ℓ
Y 2
4

∣∣∣∣ I{ µ2+µ3
λℓ

Y3+
µ5
λℓ

Y5∈I}δε(µ1Y1, µ1Y2)

×H2(Yi(x))H1(Yj(x))H1(Yk(x))
]
,
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qijkl(I) = lim
ε→0

qεijkl(I)

= lim
ε→0

λℓ E
[ ∣∣∣∣
µ3µ5

λ2ℓ
Y3Y5 +

µ2µ3

λ2ℓ
Y 2
3 − µ2

4

λ2ℓ
Y 2
4

∣∣∣∣ I{µ2+µ3
λℓ

Y3+
µ5
λℓ

Y5∈I}δε(µ1Y1, µ1Y2)

×H1(Yi(x))H1(Yj(x))H1(Yk(x))H1(Yl(x))
]
.

The projection coefficients ki(I), hij(I), gij(I), pijk(I), and qijkl(I) do not depend on ℓ. In [7] it is

proved that

Proposition 3.1. For I ⊂ R and such that νc(I) 6= 0, as ℓ→ ∞,

N
c
ℓ (I)− E[N c

ℓ (I)] = N
c
ℓ (I)[2] +Rℓ(I)

where

N
c
ℓ (I)[2] =

λℓ
2
νc(I)

1

2π

∫

S2

H2(fℓ(x))dx

and

Var(N c
ℓ (I)[2]) = ℓ3[νc(I)]2 + o(ℓ3), E[R2

ℓ (I)] = o(ℓ3),

uniformly over I .

Proposition 3.1 says that the high frequency behaviour of the number of critical points is dominated

by a single term, proportional to the second-order Wiener chaos projection and the second-order Wiener

chaos projection admits a simple expression in terms of the integral of H2(fℓ(x)) over S2. Recalling the

definition of the random sequence

Fℓ = − λℓ

2332
√
3π

∫

S2

H4(fℓ(x))dx,

for which it is readily seen that

E [Fℓ] = 0, lim
ℓ→∞

Var(N c
ℓ )

Var(Fℓ)
= 1,

in [8] it is proved that

Proposition 3.2. As ℓ→ ∞
Corr(N c

ℓ ,Fℓ) → 1,

and hence

N
c
ℓ − E [N c

ℓ ] = Fℓ + oP(
√
ℓ2 log ℓ).

As a consequence, the total number of critical points is fully correlated in the limit, for ℓ → ∞, with

hℓ;4. The limiting distribution of hℓ;4 is studied in [27], where it is shown that a quantitative version of

the Central Limit Theorem holds for hℓ;4. Proposition 3.1 also implies that the asymptotic behaviour of

the total number of critical points is dominated by its projection on the fourth-order chaos term and that

the projection on the fourth-order chaos can be expressed simply in terms of the fourth-order Hermite

polynomial, evaluated on the eigenfunctions {fℓ}, without the need to compute Hermite polynomials

evaluated on the first and second derivatives of {fℓ}, despite the fact that the latter do appear in the

Kac-Rice formula and they are not negligible in terms of asymptotic variance. A consequence is that, as

ℓ→ ∞,

Var (N c
ℓ [4]) =

ℓ2 log ℓ

33π2
+O(ℓ2),

so that

lim
ℓ→∞

Var (N c
ℓ [4])

Var (N c
ℓ )

= 1.
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Note that by orthogonality we have

Var (N c
ℓ ) =

∞∑

q=0

Var (N c
ℓ [q]) = Var (N c

ℓ [4]) +
∞∑

k=1

N
c
ℓ [4 + 2k],

where the odd terms in the expansion vanish by symmetry arguments, Var (N c
ℓ [0]) = 0 is obvious, and

Var (N c
ℓ [2]) = 0 is shown in [7]. Hence we have the asymptotic relation

∞∑

k=1

N
c
ℓ [4 + 2k] = o(ℓ2 log ℓ).

4. PROOF OF THEOREM 1.1

In this section we give the proof of our main result. Let us consider I1, I2 ⊂ R; assume first Ii 6= R

and such that νc(Ii) 6= 0, i = 1, 2. Thanks to Proposition 3.1 we have

N
c
ℓ (Ii)− E[N c

ℓ (Ii)] = N
c

ℓ (Ii)[2] +Rℓ(Ii) = Sℓ(Ii) +Rℓ(Ii),(4.1)

where E[R2
ℓ (I)] = o(ℓ3), as ℓ→ ∞. Moreover, recalling that

Var(N c
ℓ (Ii)[2]) = ℓ3[νc(Ii)]

2 + o(ℓ3)

and, see [12],

Var(N c
ℓ (Ii)) = ℓ3[νc(Ii)]

2 +O(ℓ5/2),

we find that, as ℓ→ ∞,

Corr(N c
ℓ (I1),N

c
ℓ (I2)) → 1.

We consider now the total number of critical points, in view of Proposition 3.2 we have

(4.2) N
c
ℓ − E [N c

ℓ ] = N
c
ℓ [4] +Rℓ = Fℓ +Rℓ,

where Rℓ = oP(
√
ℓ2 log ℓ) as ℓ → ∞. From (4.1) and (4.2) we have that for I 6= R and I such that

νc(Ii) 6= 0

Corr(N c
ℓ (I),N c

ℓ ) → 0.

Now we observe that, taking

Z = ||fℓ||2L2(S2),

we have

N
c
ℓ (I)∗ =

∞∑

q=3

N
c
ℓ (I)[q].

We state now the following results:

Proposition 4.1. As ℓ→ ∞,

Var(N c
ℓ (I)) =

[5I0(I)− I2(I)]
2

24
ℓ3 +

[51I0(I)− 2 · 11I2(I) + I4(I)]
2

26π2
ℓ2 log ℓ+O(ℓ2),

where

I0(I) =

√
2

π

∫

I

[2e−t2 + t2 − 1]e−
t2

2 dt,

I2(I) =

√
2

π

∫

I

[−4 + t2 + t4 + e−t22(4 + 3t2)]e−
t2

2 dt,

I4(I) =

√
2

π

∫

I

[(72 + 96t2 + 38t4)e−t2 − 36− 12t2 + 11t4 + t6]e−
t2

2 dt.
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The proof of Proposition 4.1 is postponed to Section 5. The next corollary follows immediately from

Proposition 4.1 and

Var(N c
ℓ (Ii)[2]) = ℓ3[νc(Ii)]

2 + o(ℓ3),

by observing that

νc(I) =
5I0(I)− I2(I)

22
.

Corollary 4.2. As ℓ→ ∞

Var
( ∞∑

q=3

N
c
ℓ (I)[q]

)
=

[51I0(I)− 2 · 11I2(I) + I4(I)]
2

26π2
ℓ2 log ℓ+O(ℓ2).

Let us denote by

Fℓ(I) =
51I0(I)− 2 · 11I2(I) + I4(I)

23π
λℓ

∫

S2

H4(fℓ(x)) dx.

Note that Fℓ = Fℓ(R). We have the following proposition whose proof is given in Section 6.

Proposition 4.3. For all I ⊂ R, as ℓ→ ∞,

Corr(

∞∑

q=3

N
c
ℓ (I)[q],Fℓ(I)) → 1.

The statement of Theorem 1.1 follows from Corollary 4.2 and Proposition 4.3: for every choice of I1
and I2, we have that

Corr||fℓ||2
L2(S2)

(N c
ℓ (I1),N

c
ℓ (I2)) → 1.

5. PROOF OF PROPOSITION 4.1

5.1. Approximate Kac-Rice formula for counting critical points with value in I ⊆ R. For counting

the critical points with corresponding value lying in an interval I in the real line, we define the two-point

correlation function: for x 6= ±y
K2,ℓ(x, y; t1, t2)

= E

[∣∣∇2fℓ(x)
∣∣ ·

∣∣∇2fℓ(y)
∣∣
∣∣∣∇fℓ(x) = ∇fℓ(y) = 0, fℓ(x) = t1, fℓ(y) = t2

]
· ϕx,y,ℓ(t1, t2, 0, 0),

where ϕx,y,ℓ(t1, t2, 0, 0) denotes the density of the 6-dimensional vector

(fℓ(x), fℓ(y),∇fℓ(x),∇fℓ(y))
in fℓ(x) = t1, fℓ(y) = t2,∇fℓ(x) = ∇fℓ(y) = 0. In [12] the following approximate Kac-Rice formula

is derived: there exists a constant C > 0 sufficiently big such that

Var (N c
ℓ (I)) =

∫

W

∫∫

I×I

K2,ℓ(x, y; t1, t2) dt1dt2dxdy − (E[N c
ℓ (I)])2 +O(ℓ2),(5.1)

where W is the union of all tuples of points belonging to Voronoi cells further apart than C/ℓ, see [12]

for a more formal definition. Now, exploiting isotropy, and observing that the level field fℓ is a linear

combination of gradient and second order derivatives, we have, see [12, Section 4.1.2]:

K2,ℓ(φ; t1, t2) =
λ4ℓ
8

1

π2
√
(λ2ℓ − 4α2

2,ℓ(φ))(λ
2
ℓ − 4α2

1,ℓ(φ))
q(aℓ(φ); t1, t2),

where φ = d(x, y) is the geodesic distance between the two points x and y, and

q(aℓ(φ); t1, t2)
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=
1

(2π)3
√
det(∆(aℓ(φ)))

∫∫

R2×R2

∣∣∣z1
√
8t1 − z21 − z22

∣∣∣ ·
∣∣∣w1

√
8t2 − w2

1 − w2
2

∣∣∣

× exp

{
−1

2
(z1, z2,

√
8t1 − z1, w1, w2,

√
8t2 − w1)∆(aℓ(φ))

−1(z1, z2,
√
8t1 − z1, w1, w2,

√
8t2 − w1)

t

}

× dz1dz2dw1dw2.

The matrix ∆(aℓ(φ)) is defined as

∆(aℓ(φ)) =
8

λ2ℓ
Ωℓ(φ)

where Ωℓ(φ) is the conditional covariance matrix of the random vector

(∇2fℓ(x),∇2fℓ(y)|∇fℓ(x) = ∇fℓ(y) = 0),

see [12, Section 4.1.1].

5.2. Taylor expansion. In [13, Section 3.3], it is proved that as ℓ → ∞, Var(N c
ℓ (I)) has the following

leading terms

Var(N c
ℓ (I)) =

1

8

[
2ℓ3 +

2 · 32
π2

ℓ2 log ℓ

]∫∫

I×I

q(0; t1, t2)dt1dt2

+
1

8

[
−16ℓ3 − 25 · 3

π2
ℓ2 log ℓ

] ∫∫

I×I

[ ∂

∂a3
q(a; t1, t2)

]
a=0

dt1dt2

+
1

8

[
32ℓ3 − 26

π2
ℓ2 log ℓ

] ∫∫

I×I

[ ∂2

∂a7∂a7
q(a; t1, t2)

]
a=0

dt1dt2

+
1

8

[
3 · 27
π2

ℓ2 log ℓ

] ∫∫

I×I

[ ∂2

∂a3∂a3
q(a; t1, t2)

]
a=0

dt1dt2

+
1

8

[
− 29

π2
ℓ2 log ℓ

] ∫∫

I×I

[ ∂3

∂a3∂a7∂a7
q(a; t1, t2)

]
a=0

dt1dt2

+
1

8

[
29

π2
ℓ2 log ℓ

] ∫∫

I×I

[ ∂4

∂a7∂a7∂a7∂a7
q(a; t1, t2)

]
a=0

dt1dt2 +O(ℓ2).

Let Z = (Z1, Z2, Z3) be a centred jointly Gaussian random vector with covariance matrix

c̃∞ =




3 0 1
0 1 0
1 0 3


 ,

we denote by φZ1+Z3 the probability density function of Z1 + Z3 and we define

p0(t) =
√
8 · E[|Z1Z3 − Z2

2 |
∣∣∣Z1 + Z3 =

√
8t] · φZ1+Z3(

√
8t).

An explicit computation, see [12, Remark 4.1], shows that
∫∫

I×I

q(0; t1, t2)dt1dt2 =
1

23

[∫

I

p0(t)dt

]2
,

where

p0(t) =

√
2

π
[2e−t2 + t2 − 1]e−

t2

2 .

Now let Ir(I) =
∫
I
pr(t)dt, r = 0, 2, 4, with pr, r = 2, 4, defined by

p2(t) =
√
8 · E[(3t−

√
2Z1)

2|Z1Z3 − Z2
2 |
∣∣∣Z1 + Z3 =

√
8t] · φZ1+Z3(

√
8t)
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=

√
2

π
[−4 + t2 + t4 + e−t22(4 + 3t2)]e−

t2

2 ,

p4(t) =
√
8 · E[(3t−

√
2Z1)

4|Z1Z3 − Z2
2 |
∣∣∣Z1 + Z3 =

√
8t] · φZ1+Z3(

√
8t)

=

√
2

π
[(72 + 96t2 + 38t4)e−t2 − 36− 12t2 + 11t4 + t6]e−

t2

2 ,

using Leibnitz integral rule and some technical computations, we obtain the following:
∫∫

I×I

[ ∂

∂a3
q(a; t1, t2)

]
a=0

dt1dt2 = − 3

26
I

2
0 (I) +

1

26
I0(I)I2(I),

∫∫

I×I

[ ∂2

∂a7∂a7
q(a; t1, t2)

]
a=0

dt1dt2 =
1

29
[3I0(I)− I2(I)]

2,

∫∫

I×I

[ ∂2

∂a3∂a3
q(a; t1, t2)

]
a=0

dt1dt2 =
1

211
[23 · 32I 2

0 (I)− 24 · 3I0(I)I2(I) + 2I0(I)I4(I) + 2I 2
2 (I)],

∫∫

I×I

[ ∂3

∂a3∂a7∂a7
q(a; t1, t2)

]
a=0

dt1dt2

=
1

213
[−2 · 34I0(I)

2 + 2 · 34I0(I)I2(I)− 2 · 3I0(I)I4(I) + 2I4(I)I2(I)− 22 · 32I 2
2 (I)],

∫∫

I×I

[ ∂4

∂a7∂a7∂a7∂a7
q(a; t1, t2)

]
a=0

dt1dt2 =
1

215
[33I0(I)− 2 · 32I2(I) + I4(I)]

2.

Therefore we find the following analytic expression for the variance:

Var(N c
ℓ (I)) =

[
2ℓ3 +

2 · 32
π2

ℓ2 log ℓ

]
1

23
I

2
0 (I)

+

[
−16ℓ3 − 25 · 3

π2
ℓ2 log ℓ

]
1

26
[−3I 2

0 (I) + I0(I)I2(I)] +

[
32ℓ3 − 26

π2
ℓ2 log ℓ

]
1

29
[3I0(I)− I2(I)]

2

+

[
3 · 27
π2

ℓ2 log ℓ

]
1

211
[23 · 32I 2

0 (I)− 24 · 3I0(I)I2(I) + 2I0(I)I4(I) + 2I 2
2 (I)]

+

[
− 29

π2
ℓ2 log ℓ

]
1

213
[−2 · 34I0(I)

2 + 2 · 34I0(I)I2(I)− 2 · 3I0(I)I4(I) + 2I4(I)I2(I)− 22 · 32I 2
2 (I)]

+

[
29

π2
ℓ2 log ℓ

]
1

215
[33I0(I)− 2 · 32I2(I) + I4(I)]

2 +O(ℓ2),

that can be rewritten as:

Var(N c
ℓ (I)) =

1

24
[5I0(I)− I2(I)]

2 ℓ3 +
1

π226
[51I0(I)− 2 · 11 I2(I) + I4(I)]

2 ℓ2 log ℓ+O(ℓ2),

where

5I0(I)− I2(I) =

√
2

π

∫

I

e−
t2

2 [−1 + 4t2 − t4 + e−t2(2 − 6t2)]dt,

51I0(I)− 2 · 11 I2(I) + I4(I) =

√
2

π

∫

I

e−
t2

2 [(−2− 36t2 + 38t4)e−t2 + 1 + 17t2 − 11t4 + t6]dt,

that is the statement of Proposition 4.1.

6. PROOF OF PROPOSITION 4.3

In order to prove Proposition 4.3 we first give the following results, whose proofs are given in Section

6.1 and Section 6.2 respectively.
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Proposition 6.1. We have that

k2(I) =
3

8π
I0(I),

k5(I) =
3

8π
I0(I)−

23

25π
I2(I) +

26

3229π
I4(I),

h25(I) =
1

23π
I0(I)−

23

263π
I2(I).

Proposition 6.2. The projection coefficients gij(I), pijk(I) and qijkl(I) are such that

• for i, j 6= 3, 5, we have gij(I) = 0,

• for j, k 6= 1, 2, 4, we have pijk(I) = 0,

• we have qijkl(I) = 0.

We also recall in the two lemmas below the results given in [8, Lemmas 5.1, 5.2, 5.3, 5.4, 5.6].

Lemma 6.3. As ℓ→ ∞,
∫ π/2

0

E [H4(Y2(x̄))H4(fℓ(y(φ)))] sinφdφ = 4!
2 · 3
π2

log ℓ

ℓ2
+O(ℓ−2),

∫ π/2

0

E [H4(Y5(x̄))H4(fℓ(y(φ)))] sinφdφ = 4!
33

2π2

log ℓ

ℓ2
+O(ℓ−2),

∫ π/2

0

E [H2(Y2(x̄))H2(Y5(x̄))H4(fℓ(y(φ)))] sinφdφ = 4!
3

π2

log ℓ

ℓ2
+O(ℓ−2).

Lemma 6.4. As ℓ→ ∞,

∫ π/2

0

E[H3(Ya(x̄))H1(Yb(x̄))H4(fℓ(y(φ)))] sin φdφ = O(ℓ−2),

for i = 1, 2,
∫ π/2

0

E[H2(Yi(x̄))H1(Y3(x̄))H1(Y5(x̄))H4(fℓ(y(φ)))] sin φdφ = 0,

and
∫ π/2

0

E[H2(Y4(x̄))H1(Y3(x̄))H1(Y5(x̄))H4(fℓ(y(φ)))] sin φdφ = 0.

Relying on the results just mentioned we can now prove Proposition 4.3: by continuity of the inner

product in L2(Ω), we write

Cov(N c
ℓ (I), hℓ;4) = lim

ε→0
Cov(N c

ℓ,ε(I), hℓ;4)

= lim
ε→0

E

[∫

S2

|det∇2fℓ(x)|I{fℓ(x)∈I}δε(∇fℓ(x))dx
∫

S2

H4(fℓ(y))dy

]

= lim
ε→0

E

[∫

S2

∞∑

q=0

ψε
ℓ (I, x; q)dx

∫

S2

H4(fℓ(y))dy

]
.

Now note that both ψε
ℓ (I, x; q) and H4(fℓ(y)) are isotropic processes on S2, hence we have

E

[∫

S2

∞∑

q=0

ψε
ℓ (I, x; q)dx

∫

S2

H4(fℓ(y))dy

]
= E

[∫

S2

lim
Q→∞

Q∑

q=0

ψε
ℓ (I, x; q)dx

∫

S2

H4(fℓ(y))dy

]
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= lim
Q→∞

E

[∫

S2

Q∑

q=0

ψε
ℓ (I, x; q)dx

∫

S2

H4(fℓ(y))dy

]

by continuity of covariances. Moreover because all integrands are finite-order polynomials we have

lim
Q→∞

E

[∫

S2

Q∑

q=0

ψε
ℓ (I, x; q)dx

∫

S2

H4(fℓ(y))dy

]
= lim

Q→∞

Q∑

q=0

∫

S2

∫

S2

E [ψε
ℓ (I, x; q)H4(fℓ(y))] dxdy

=

∫

S2

∫

S2

E [ψε
ℓ (I, x; 4)H4(fℓ(y))] dxdy = 16π2

∫ π/2

0

E [ψε
ℓ (I, x; 4)H4(fℓ(y(φ)))] sinφdφ,

where in the last steps we used orthogonality of Wiener chaoses and isotropy; we take x = (π2 , 0) and

y(φ) = (π2 , φ). This allows us to perform our argument on the equator, where θ is fixed to π/2. Note

that

ψε
ℓ (I, x; 4) = λℓ

[ 1

2!2!

5∑

i=2

i−1∑

j=1

hεij(I)H2(Yi(x̄))H2(Yj(x̄)) +
1

4!

5∑

i=1

kεi (I)H4(Yi(x̄))

+
1

3!

5∑

i,j=1

i6=j

gεij(I)H3(Yi(x̄))H1(Yj(x̄)) +
1

2

5∑

i,j,k=1

i6=j 6=k

qεijk(I)H2(Yi(x̄))H1(Yj(x̄))H1(Yk(x̄))

+

5∑

i,j,k,l=1

i6=j 6=k 6=l

pεijkl(I)H1(Yi(x̄))H1(Yj(x̄))H1(Yk(x̄))H1(Yl(x̄))
]
,

and hence

Cov(N c
ℓ (I), hℓ;4)

= 16π2 lim
ε→0

∫ π/2

0

E [ψε
ℓ (I, x; 4)H4(fℓ(y(φ)))] sinφdφ

= 16π2λℓ
1

2!2!

5∑

i=2

i−1∑

j=1

{ lim
ε→0

hεij(I)}
∫ π/2

0

E [H2(Yi(x̄))H2(Yj(x̄))H4(fℓ(y(φ)))] sinφdφ

+ 16π2λℓ
1

4!

5∑

i=1

{ lim
ε→0

kεi (I)}
∫ π/2

0

E [H4(Yi(x̄))H4(fℓ(y(φ)))] sinφdφ

+ 16π2λℓ
1

3!

∑

i6=j

{ lim
ε→0

gεij(I)}
∫ π/2

0

E [H3(Yi(x̄))H1(Yj(x̄))H4(fℓ(y(φ)))] sinφdφ

+ 16π2λℓ
1

2

∑

i6=j 6=k

{ lim
ε→0

pεijk(I)}
∫ π/2

0

E [H2(Yi(x̄))H1(Yj(x̄))H1(Yk(x̄))H4(fℓ(y(φ)))] sinφdφ

+ 16π2λℓ
∑

i6=j 6=k 6=l

{ lim
ε→0

qεijkl(I)}
∫ π/2

0

E [H1(Yi(x̄))H1(Yj(x̄))H1(Yk(x̄))H1(Yl(x̄))H4(fℓ(y(φ)))] sinφdφ.

We observe that the asymptotic behaviour of Cov(N c
ℓ (I), hℓ;4) is dominated by three terms correspond-

ing to

∫ π/2

0

E [H4(Y2(x̄))H4(fℓ(y(φ)))] sinφdφ,

∫ π/2

0

E [H4(Y5(x̄))H4(fℓ(y(φ)))] sinφdφ,
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and ∫ π/2

0

E [H2(Y2(x̄))H2(Y5(x̄))H4(fℓ(y(φ)))] sinφdφ.

The computation of these leading covariances is given in Lemma 6.3. All the remaining terms in

Cov(N c
ℓ (I), hℓ;4) are shown to be O(ℓ−2) or smaller in Lemma 6.4. From Proposition 6.1 we know

that

k2(I) =
3

8π
I0(I), k5(I) =

3

8π
I0(I)−

23

25π
I2(I) +

26

3229π
I4(I),

h25(I) =
1

23π
I0(I)−

23

263π
I2(I).

Substituting and after some straightforward algebra, one obtains

Cov(N c
ℓ (I), hℓ;4)

= λℓ

{
4π2h25(I)4!

3

π2

log ℓ

ℓ2
+

2

3
π2k2(I)4!2

2 3

π2

log ℓ

2ℓ2
+

2

3
π2k5(I)4!3

2 3

π2

log ℓ

2ℓ2
+O(ℓ−2)

}

= λℓ
log ℓ

ℓ2
4!
1

π

1

29

{
51 · 26I0(I)− 11 · 27I2(I) + 26I4(I)

}
+O(1).

The statement of Proposition 4.3 follows recalling the definition of Fℓ(I) and Corollary 4.2.

6.1. Proof of Proposition 6.1: evaluation of the Projection Coefficients h52(I), k2(I), k5(I). In this

section we evaluate the three projection coefficients in the Wiener-chaos expansion which are required in

Proposition 4.3. Let us recall first the following simple result: assuming Y standard Gaussian

ϕi := lim
ε→0

E[Hi(Y )δε(µ1Y )] =





1√
2πµ1

i = 0,

0 i = 1,

− 1√
2πµ1

i = 2,
3√

2πµ1
i = 4,

indeed, for example,

lim
ε→0

E[H4(Y )δε(µ1Y )] = lim
ε→0

E[(Y 4 − 6Y 2 + 3)δε(µ1Y )] =
3√
2πµ1

,

since

lim
ε→0

E[Y nδε(µ1Y )] = lim
ε→0

∫ ∞

−∞
ynδε(µ1y)

1√
2π
e−

y2

2 dy =

{
1√
2πµ1

n = 0,

0 n = 1, 2, 3 . . .

This allows us to write k2(I), k5(I) and k52(I) as follows:

k2(I) = lim
ε→0

kε2(I)

= λℓ E

[∣∣∣∣
µ3µ5

λ2ℓ
Y3Y5 +

µ2µ3

λ2ℓ
Y 2
3 − µ2

4

λ2ℓ
Y 2
4

∣∣∣∣1{µ2+µ3
λℓ

Y3+
µ5
λℓ

Y5∈I}

]
ϕ0 ϕ4

=
3

π
E

[∣∣∣∣
1

2
√
2
Y3Y5 +

1

8
Y 2
3 − 1

8
Y 2
4

∣∣∣∣1{
√

2
√

3
Y3+

1
√

3
Y5∈I}

]
+O(ℓ−1),

k5(I) = lim
ε→0

kε5(I)

= λℓ E

[∣∣∣∣
µ3µ5

λ2ℓ
Y3Y5 +

µ2µ3

λ2ℓ
Y 2
3 − µ2

4

λ2ℓ
Y 2
4

∣∣∣∣1{µ2+µ3
λℓ

Y3+
µ5
λℓ

Y5∈I}H4(Y5)

]
ϕ2
0

=
1

π
E

[∣∣∣∣
1

2
√
2
Y3Y5 +

1

8
Y 2
3 − 1

8
Y 2
4

∣∣∣∣1{
√

2
√

3
Y3+

1
√

3
Y5∈I}H4(Y5)

]
+O(ℓ−1),
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and

h52(I) = lim
ε→0

hε25(I)

= λℓ E

[∣∣∣∣
µ3µ5

λ2ℓ
Y3Y5 +

µ2µ3

λ2ℓ
Y 2
3 − µ2

4

λ2ℓ
Y 2
4

∣∣∣∣1{µ2+µ3
λℓ

Y3+
µ5
λℓ

Y5∈I}H2(Y5)

]
ϕ0 ϕ2

= − 1

π
E

[∣∣∣∣
1

2
√
2
Y3Y5 +

1

8
Y 2
3 − 1

8
Y 2
4

∣∣∣∣1{
√

2
√

3
Y3+

1
√

3
Y5∈I}H2(Y5)

]
+O(ℓ−1).

Let us introduce the change of variables

Z1 =
√
3Y3, Z2 = Y4, Z3 =

√
8√
3
Y5 +

1√
3
Y3,

so that (Z1, Z2, Z2) is a centred Gaussian vector with covariance matrix c̃∞ and we can write

1

2
√
2
Y3Y5 +

1

8
Y 2
3 − 1

8
Y 2
4 =

1

8
(Z1Z3 − Z2

2 ),

√
2√
3
Y3 +

1√
3
Y5 =

1√
8
Z1 +

1√
8
Z3.

Hence

k2(I) =
3

π
E

[
1

8

∣∣Z1Z3 − Z2
2

∣∣1{ 1
√

8
(Z1+Z3)∈I}

]

=
3

π
E

[
E

[
1

8

∣∣Z1Z3 − Z2
2

∣∣1{ 1
√

8
(Z1+Z3)∈I}

∣∣∣∣Z1 + Z3 =
√
8t

]]

=
3

8π

∫

I

p0(t) dt =
3

8π
I0(I),

as claimed. Similarly,

h52(I) = − 1

π

1

8
E

[∣∣Z1Z3 − Z2
2

∣∣1{ 1
√

8
(Z1+Z3)∈I}H2

(
1√
8
√
3
(3Z3 − Z1)

)]

= − 1

π

1

8
E

[
∣∣Z1Z3 − Z2

2

∣∣1{ 1
√

8
(Z1+Z3)∈I}

(
1√
8
√
3
(3Z3 − Z1)

)2
]

+
1

π

1

8
E

[∣∣Z1Z3 − Z2
2

∣∣1{ 1
√

8
(Z1+Z3)∈I}

]

= − 1

π

1

823

∫

I

√
8E

[∣∣Z1Z3 − Z2
2

∣∣ (3Z3 − Z1)
2

∣∣∣∣Z1 + Z3 =
√
8t

]
φZ1+Z3(

√
8t) dt

+
1

8π

∫

I

E

[∣∣Z1Z3 − Z2
2

∣∣
∣∣∣∣Z1 + Z3 =

√
8t

]
φZ1+Z3(

√
8t) dt

= − 23

3 · 26πI2(I) +
1

23π
I0(I),

and

k5(I) =
1

π

1

8
E

[∣∣Z1Z3 − Z2
2

∣∣1{ 1
√

8
(Z1+Z3)∈I}H4

(
1√
8
√
3
(3Z3 − Z1)

)]

=
1

8332π

∫

I

√
8E[|Z1Z3 − Z2

2 |(3Z3 − Z1)
4

∣∣∣∣Z1 + Z3 =
√
8t]φZ1+Z3(

√
8t) dt

− 1

8π4

∫

I

√
8E[|Z1Z3 − Z2

2 |(3Z3 − Z1)
2

∣∣∣∣Z1 + Z3 =
√
8t]φZ1+Z3(

√
8t) dt

+
3

8π

∫

I

√
8E[|Z1Z3 − Z2

2 |
∣∣∣∣Z1 + Z3 =

√
8t]φZ1+Z3(

√
8t) dt
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=
26

29 · 32πI4(I)−
23

25π
I2(I) +

3

23π
I0(I).

6.2. Proof of Proposition 6.2: terms with odd index Hermite polynomials. The terms in the 4-th

chaos formula (3.2) with odd index Hermite polynomials produce in Cov(N c
ℓ (I), hℓ;4) terms of order

O(ℓ−2) and terms equal to zero, in fact, recalling that for a odd we have

lim
ε→0

E[Ha(Y )δε(µ1Y )] = 0,

we immediately see that the coefficients gij(I) with i, j = 1, 2 are all equal to zero. For the coefficients

gij(I) with i = 4 or j = 4, we observe that the expectation with respect to the random variable Y4
vanishes since it is expressed as the integral of an odd function. The proof of the last two points of the

statement is similar.

7. PROOF OF PROPOSITION 1.2

We define the approximating sequence

L0,ε(u, ℓ) =

∫

S2

(det∇2fℓ(x))1{fℓ(x)≥u}δ(∇fℓ(x))dx.

Under the assumptions of [9, Lemma 4], we have that

L0(u, ℓ) = lim
ε→0

L0,ε(u, ℓ)

where the convergence holds both ω − a.s. and in L2(Ω). The proof of Proposition 1.2 follows the same

lines of the proof of Proposition 4.3 with the only difference that the relevant projection coefficients are

now

h25(u)

= lim
ε→0

E

[(
µ3µ5

λ2ℓ
Y3Y5 +

µ2µ3

λ2ℓ
Y 2
3 − µ2

4

λ2ℓ
Y 2
4

)
1{

µ2+µ3
λℓ

Y3+
µ5
λℓ

Y5≤u
}δε(Y1, Y2)H2(Y2)H2(Y5)

]
,

and, for i = 2, 5,

ki(u) = lim
ε→0

E

[(
µ3µ5

λ2ℓ
Y3Y5 +

µ2µ3

λ2ℓ
Y 2
3 − µ2

4

λ2ℓ
Y 2
4

)
1{

µ2+µ3
λℓ

Y3+
µ5
λℓ

Y5≤u
}δε(Y1, Y2)H4(Yi)

]
.

After a long series of calculations that we do not include here for brevity sake, we obtain the following

explicit expression for the projection coefficients:

h25(u) = − 1

24π
u(u2 + 1)

e−u2/2

√
2π

,

k2(u) =
3

8π
u
e−u2/2

√
2π

,

k5(u) =
1

27π
u(−9− 2u2 + u4)

e−u2/2

√
2π

.

The statement immediately follow in the nodal case u = 0.
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[23] Marinucci, D., Rossi, M. (2015) Stein-Malliavin Approximations for Nonlinear Functionals of Random Eigenfunctions on

Sd, Journal of Functional Analysis, 268, no. 8, 2379-2420.

[24] Marinucci, D., Rossi, M., Wigman, I. (2020) The Asymptotic Equivalence of the Sample Trispectrum and the Nodal Length

for Random Spherical Harmonics, Annalés de l’Institut Henri Poincaré – Prob.Stat., 56, no 1, 374-390.
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