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#### Abstract

We study the correlation between the total number of critical points of random spherical harmonics and the number of critical points with value in any interval $I \subset \mathbb{R}$. We show that the correlation is asymptotically zero, while the partial correlation, after controlling the random $L^{2}$-norm on the sphere of the eigenfunctions, is asymptotically one. Our findings complement the results obtained by Wigman (2012) and Marinucci and Rossi (2021) on the correlation between nodal and boundary length of random spherical harmonics.


## 1. Introduction and Main Result

1.1. Random spherical harmonics. Let $\mathbb{S}^{2}$ be the unit 2-dimensional sphere and $\Delta_{\mathbb{S}^{2}}$ be the LaplaceBeltrami operator on $\mathbb{S}^{2}$. The spectrum of $\Delta_{\mathbb{S}^{2}}$ consists of the numbers $\lambda_{\ell}=\ell(\ell+1)$ with $\ell=1,2, \ldots$, and the eigenspace corresponding to $\lambda_{\ell}$ is the $(2 \ell+1)$-dimensional linear space of degree $\ell$ spherical harmonics. For $\ell>0$ let $\left\{Y_{\ell m}(\cdot)\right\}_{m=-\ell, \ldots, \ell}$ be an arbitrary $L^{2}$-orthonormal basis of real valued spherical harmonics satisfying

$$
\Delta_{\mathbb{S}^{2}} Y_{\ell m}+\lambda_{\ell} Y_{\ell m}=0
$$

On $\mathbb{S}^{2}$ we consider a family of Gaussian random fields, defined of a suitable probability space $(\Omega, \mathscr{F}, \mathbb{P})$,

$$
\begin{equation*}
f_{\ell}(x)=\frac{\sqrt{4 \pi}}{\sqrt{2 \ell+1}} \sum_{m=-\ell}^{\ell} a_{\ell m} Y_{\ell m}(x) \tag{1.1}
\end{equation*}
$$

where the coefficients $\left\{a_{\ell m}\right\}_{m=-\ell, \ldots, \ell}$ are independent standard Gaussian with zero mean and unit variance. The standardization in (1.1) is such that $\operatorname{Var}\left(f_{\ell}(x)\right)=1$, and the law of the process $\left\{f_{\ell}(\cdot)\right\}$ is invariant with respect to the choice of the $L^{2}$-orthonormal basis $\left\{Y_{\ell m}\right\}$. The random fields $\left\{f_{\ell}(x): x \in \mathbb{S}^{2}\right\}$ are isotropic centred Gaussian with covariance function given by

$$
\mathbb{E}\left[f_{\ell}(x) f_{\ell}(y)\right]=P_{\ell}(\cos d(x, y))
$$

denoting with $P_{\ell}$ the Legendre polynomial and $d(x, y)=\arccos \langle x, y\rangle$ the geodesic distance on the sphere.

In this paper, we focus on the critical points and critical values of $f_{\ell}$. Let $I \subseteq \mathbb{R}$ be any interval in the real line and $\nabla$ the covariant gradient on the sphere, the number of critical points of $f_{\ell}$ with value in $I$ is denoted by

$$
\mathscr{N}_{\ell}^{c}(I)=\#\left\{x \in \mathbb{S}^{2}: \nabla f_{\ell}(x)=0, f_{\ell}(x) \in I\right\} ;
$$

[^0]we denote $\mathscr{N}_{\ell}^{c}(u)=\mathscr{N}_{\ell}^{c}(-\infty, u)$ and $\mathscr{N}_{\ell}^{c}=\mathscr{N}_{\ell}^{c}(\mathbb{R})$ the total number of critical points. In this paper, in particular, we investigate how much the number of critical points characterizes the geometry of the random spherical eigenfunctions, i.e. the behaviour of the excursion sets
$$
A_{u}\left(f_{\ell}\right)=\left\{x \in \mathbb{S}^{2}: f_{\ell}(x) \geq u\right\}
$$
for arbitrary levels $u \in \mathbb{R}$.
A number of issues on the geometry of random spherical harmonics has been recently analysed: nodal domains [28, 19], length of nodal lines [36, 24], the excursion area and the defect [25, 26, 23], EulerPoincaré characteristic of the excursion sets [11, 9], mass equidistribution [17], critical radius [15]. These and other geometric features have also been intensively studied for random eigenfunctions on other manifolds such as the torus (Arithmetic Random Waves) and the plane (Berry's Random Waves model), see e.g. [3, 4, 18, 21, 5, 2, 14, 6, 10, 29, 35]; [4, 34, 33] for fluctuations over subdomains of the torus and of the sphere, [16] for the analysis of mass equidistributions; and [31, 32] for nodal intersections, to list only some of the recent contributions.
1.2. Critical values. In [12] it has been shown that, for every interval $I \subseteq \mathbb{R}$, as $\ell \rightarrow \infty$, the expected number of critical points with value in $I$ behaves like
$$
\mathbb{E}\left[\mathscr{N}_{\ell}^{c}(I)\right]=\frac{2}{\sqrt{3}} \ell^{2} \int_{I} \frac{\sqrt{3}}{\sqrt{8 \pi}}\left(2 e^{-t^{2}}+t^{2}-1\right) e^{-\frac{t^{2}}{2}} d t+O(1)
$$
where here (and later) the constant in the $O(\cdot)$ term is universal, i.e. the integral of the error term on any interval $I$ is uniformly bounded by its value when $I=\mathbb{R}$. The investigation of the asymptotic variance is more challenging and in [12, Theorem 1.2] it has been shown that
\[

$$
\begin{equation*}
\operatorname{Var}\left(\mathscr{A}_{\ell}^{c}(I)\right)=\ell^{3}\left[\nu^{c}(I)\right]^{2}+O\left(\ell^{5 / 2}\right), \tag{1.2}
\end{equation*}
$$

\]

where

$$
\nu^{c}(I)=\int_{I} \frac{1}{\sqrt{8 \pi}}\left[2-6 t^{2}-e^{t^{2}}\left(1-4 t^{2}+t^{4}\right)\right] e^{-\frac{3}{2} t^{2}} d t
$$

Similar results hold for the number of extrema and saddles.
1.3. Critical points. When considering the total number of critical points, i.e. $I=\mathbb{R}$, we immediately obtain that

$$
\mathbb{E}\left[\mathscr{N}_{\ell}^{c}\right]=\frac{2}{\sqrt{3}} \ell^{2}+O(1)
$$

whereas the leading term in (1.2) vanishes and [13, Theorem 1.1] establishes that as $\ell \rightarrow \infty$,

$$
\begin{equation*}
\operatorname{Var}\left(\mathscr{N}_{\ell}^{c}\right)=\frac{1}{3^{3} \pi^{2}} \ell^{2} \log \ell+O\left(\ell^{2}\right) \tag{1.3}
\end{equation*}
$$

1.4. Interpretation in terms of Wiener chaoses. These results can be interpreted in terms of the $L^{2}(\Omega)$ expansion of critical points into Wiener chaoses, see e.g. [7], which are orthogonal spaces spanned by Hermite polynomials. First of all, we recall that the Hermite polynomials $H_{q}(x)$ are defined by $H_{0}(x)=1$, and for $q=2,3, \ldots$.

$$
H_{q}(x)=(-1)^{q} \frac{1}{\phi(x)} \frac{d^{q} \phi(x)}{d x^{q}}
$$

with $\phi(x)=\frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2}$. We consider the Wiener chaos expansion

$$
\begin{equation*}
\mathscr{N}_{\ell}^{c}(I)=\sum_{q=0}^{\infty} \mathscr{N}_{\ell}^{c}(I)[q] \tag{1.4}
\end{equation*}
$$

where $\mathscr{N}_{\ell}^{c}(I)[q]$ denotes the projection of $\mathscr{N}_{\ell}^{c}(I)$ on the $q$-order chaos component that is the space generated by the $L^{2}$-completion of linear combinations of the form

$$
H_{q_{1}}\left(\xi_{1}\right) \cdot H_{q_{2}}\left(\xi_{2}\right) \cdots H_{q_{k}}\left(\xi_{k}\right), \quad k \geq 1
$$

with $q_{i} \in \mathbb{N}$ such that $q_{1}+\cdots+q_{k}=q$, and $\left(\xi_{1}, \ldots, \xi_{k}\right)$ standard real Gaussian vector.
It results that (after centring) a single term dominates the $L^{2}(\Omega)$ expansion in (1.4). We define the random variables

$$
h_{\ell, q}:=\int_{\mathbb{S}^{2}} H_{q}\left(f_{\ell}(x)\right) d x
$$

called sample polyspectra, see i.e. [26, 27, 20]. We have that

$$
\operatorname{Var}\left(h_{\ell, 2}\right)=(4 \pi)^{2} \frac{2}{2 \ell+1}, \quad \operatorname{Var}\left(h_{\ell, 4}\right)=576 \frac{\log \ell}{\ell^{2}}+O\left(\ell^{-2}\right)
$$

and, for $q=3$ and $q \geq 5$,

$$
\operatorname{Var}\left(h_{\ell, q}\right)=\frac{c_{q}}{\ell^{2}}+o\left(\ell^{-2}\right), \quad c_{q}:=\int_{0}^{\infty} J_{0}(\psi)^{q} \psi d \psi
$$

and $J_{0}(\cdot)$ is the Bessel function of order zero. Note that the coefficient $c_{3}$ can be calculated in the closed form $c_{3}=\frac{2}{\pi \sqrt{3}}$ (see eq. (2.12.42.15) in [30]).

These results, and equations (1.2) and (1.3), suggest that the asymptotic behaviour of the total number of critical points is dominated by the projection into the fourth chaotic component, which can be expressed by the integral of $h_{\ell, 4}$; whereas the number of critical values in $I$ is dominated by the projection into the second chaotic component, which can be expressed by $h_{\ell, 2}$. Indeed let us introduce the random variables

$$
\mathscr{S}_{\ell}(I)=\frac{\lambda_{\ell}}{2} \nu^{c}(I) \frac{1}{2 \pi} \int_{\mathbb{S}^{2}} H_{2}\left(f_{\ell}(x)\right) d x
$$

and

$$
\mathscr{F}_{\ell}=-\frac{\lambda_{\ell}}{2^{3} 3^{2} \sqrt{3} \pi} \int_{\mathbb{S}^{2}} H_{4}\left(f_{\ell}(x)\right) d x
$$

In [7] it has been established that, as $\ell \rightarrow \infty$, and for $I \subset \mathbb{R}$ and such that $\nu^{c}(I) \neq 0$,

$$
\mathscr{N}_{\ell}^{c}(I)-\mathbb{E}\left[\mathscr{N}_{\ell}^{c}(I)\right]=\mathscr{N}_{\ell}^{c}(I)[2]+R_{\ell}(I),
$$

with $\mathbb{E}\left[R_{\ell}^{2}(I)\right]=o\left(\ell^{3}\right)$ uniformly over $I$, and where $\mathscr{N}_{\ell}^{c}(I)[2]=\mathscr{S}_{\ell}(I)$. As a consequence the total number of critical values is fully correlated in the limit with $\mathscr{S}_{\ell}(I)$, i.e. as $\ell \rightarrow \infty$

$$
\begin{equation*}
\operatorname{Corr}\left(\mathscr{N}_{\ell}^{c}(I), \mathscr{S}_{\ell}(I)\right)=\frac{\operatorname{Cov}\left(\mathscr{N}_{\ell}^{c}(I), \mathscr{S}_{\ell}(I)\right)}{\sqrt{\operatorname{Var}\left(\mathscr{N}_{\ell}^{c}(I)\right) \operatorname{Var}\left(\mathscr{S}_{\ell}(I)\right)}} \rightarrow 1 \tag{1.5}
\end{equation*}
$$

Subsequently in [8] it has been shown that

$$
\mathscr{N}_{\ell}^{c}-\mathbb{E}\left[\mathscr{N}_{\ell}^{c}\right]=\mathscr{N}_{\ell}^{c}[4]+o_{\mathbb{P}}\left(\sqrt{\ell^{2} \log \ell}\right)
$$

where $\mathscr{N}_{\ell}^{c}[4]=\mathscr{F}_{\ell}$, and, in general, for e sequence of random variables $X_{\ell}$ and a sequence of real numbers $a_{\ell}$, the notation $X_{\ell}=o_{\mathbb{P}}\left(a_{\ell}\right)$ means that $X_{\ell} / a_{\ell}$ converges to zero in probability as $\ell \rightarrow \infty$. Hence the total number of critical points is fully correlated in the limit with $\mathscr{F}_{\ell}$

$$
\operatorname{Corr}\left(\mathscr{N}_{\ell}^{c}, \mathscr{F}_{\ell}\right)=\frac{\operatorname{Cov}\left(\mathscr{N}_{\ell}^{c}, \mathscr{F}_{\ell}\right)}{\sqrt{\operatorname{Var}\left(\mathscr{N}_{\ell}^{c}\right) \operatorname{Var}\left(\mathscr{F}_{\ell}\right)}} \rightarrow 1
$$

An important consequence of the results in [7, 8], is that, while the computation of the number of critical points and critical values via Kac-Rice formula (see [1] and Section 2 below) requires the evaluation of gradient and Hessian fields, the dominant term of $\mathscr{N}_{\ell}^{c}$ and $\mathscr{N}_{\ell}^{c}(I)$ depends, in the high frequency limit,
only on the second-order and fourth-order Hermite polynomials evaluated at the eigenfunctions $f_{\ell}$, i.e. only on $h_{\ell, 4}$ and $h_{\ell, 2}$ respectively. Moreover

$$
h_{\ell, 2}=\int_{\mathbb{S}^{2}} f_{\ell}^{2}(x) d x-4 \pi=\frac{4 \pi}{2 \ell+1} \sum_{m=-\ell}^{\ell}\left|a_{\ell m}\right|^{2}-\mathbb{E}\left|a_{\ell m}\right|^{2}
$$

is proportional to a sum of independent and identically distributed random variables with zero mean and finite variance and, as a simple corollary, this implies a quantitative Central Limit Theorem for $\mathscr{N}_{\ell}^{c}(I)$. Similarly for $\mathscr{N}_{\ell}^{c}$ : the limiting distribution of $h_{\ell ; 4}$ was studied in [27], where it is shown that a quantitative version of the Central Limit Theorem holds for $h_{\ell ; 4}$.
1.5. Main results. The main result in this paper is the characterization of the correlation structure between the critical points and the critical values in any interval $I$. More precisely, we prove that the correlation between $\mathscr{N}_{\ell}^{c}(I)$ and $\mathscr{N}_{\ell}^{c}$ is asymptotically zero when $I \neq \mathbb{R}$ and $\nu^{c}(I) \neq 0$, while the partial correlation, after controlling for the random $L^{2}$-norm on the sphere of the eigenfunctions, is asymptotically one. The proof follows the lines of [22] where an analogous result is obtained for the correlation between nodal length and boundary length of excursion sets. To do so, we first recall the definition of partial correlation coefficient between two random variables $X_{i}, i=1,2$, with respect to a random variable Z

$$
\begin{equation*}
\operatorname{Corr}_{Z}\left(X_{1}, X_{2}\right)=\operatorname{Corr}\left(X_{1}^{*}, X_{2}^{*}\right) \tag{1.6}
\end{equation*}
$$

where the random variables $X_{i}^{*}$ are defined by

$$
X_{i}^{*}:=\left(X_{i}-\mathbb{E}\left[X_{i}\right]\right)-\frac{\operatorname{Cov}\left(X_{i}, Z\right)}{\operatorname{Var}(Z)}(Z-\mathbb{E}[Z]) .
$$

In our context the random variables involved are

$$
X_{1}=\mathscr{N}_{\ell}^{c}, \quad X_{2}=\mathscr{N}_{\ell}^{c}(I), \quad Z=\left\|f_{\ell}(x)\right\|_{L^{2}\left(\mathbb{S}^{2}\right)}^{2}
$$

and so the partial correlation coefficient measures the linear dependence between $\mathscr{N}_{\ell}^{c}$ and $\mathscr{N}_{\ell}^{c}(I)$ after getting rid of the components depending on the random $L^{2}$-norm of the eigenfunctions $f_{\ell}$. Note that

$$
\begin{aligned}
Z-\mathbb{E}[Z] & =\left\|f_{\ell}(x)\right\|_{L^{2}\left(\mathbb{S}^{2}\right)}^{2}-\mathbb{E}\left\|f_{\ell}(x)\right\|_{L^{2}\left(\mathbb{S}^{2}\right)}^{2} \\
& =\int_{\mathbb{S}^{2}} f_{\ell}(x)^{2} d x-4 \pi=\int_{\mathbb{S}^{2}} H_{2}\left(f_{\ell}(x)\right) d x=\frac{4 \pi}{2 \ell+1} \sum_{m=-\ell}^{\ell}\left|a_{\ell m}\right|^{2}-\mathbb{E}\left|a_{\ell m}\right|^{2} .
\end{aligned}
$$

Assuming the subset $I_{1} \subseteq \mathbb{R}$ is such that $\nu^{c}\left(I_{1}\right)=0$, we prove the following:

$$
\lim _{\ell \rightarrow \infty} \operatorname{Corr}\left(\mathscr{N}_{\ell}^{c}\left(I_{1}\right), \mathscr{N}_{\ell}^{c}\left(I_{2}\right)\right)= \begin{cases}0 & \text { if } \nu^{c}\left(I_{2}\right) \neq 0 \\ 1 & \text { if } \nu^{c}\left(I_{2}\right)=0\end{cases}
$$

and, for every $I_{1}, I_{2} \subseteq \mathbb{R}$,

$$
\lim _{\ell \rightarrow \infty} \operatorname{Corr}_{\left\|f_{\ell}(x)\right\|_{L^{2}\left(\mathbb{S}^{2}\right)}^{2}}\left(\mathscr{N}_{\ell}^{c}\left(I_{1}\right), \mathscr{N}_{\ell}^{c}\left(I_{2}\right)\right)=1 .
$$

We state our main result taking in particular $I_{1}=\mathbb{R}$.
Theorem 1.1. For subsets $I \subset \mathbb{R}$ such that $\nu^{c}(I) \neq 0$,

$$
\lim _{\ell \rightarrow \infty} \operatorname{Corr}\left(\mathscr{N}_{\ell}^{c}, \mathscr{N}_{\ell}^{c}(I)\right)=0,
$$

and for every $I \subseteq \mathbb{R}$

$$
\lim _{\ell \rightarrow \infty} \operatorname{Corr}_{\left\|f_{\ell}\right\|_{L^{2}\left(\mathbb{S}^{2}\right)}^{2}}\left(\mathscr{N}_{\ell}^{c}, \mathscr{N}_{\ell}^{c}(I)\right)=1
$$

As observed in [22] in the case of nodal and boundary lengths, a corollary of Theorem[1.1] is that $\mathscr{C}_{\ell}{ }^{c}$ and $\mathscr{N}_{\ell}^{c}(I)$ are asymptotically independent, but, when the effect of the sample norm of $f_{\ell}$ is properly subtracted, their joint distribution is completely degenerate and so the behaviour of the fluctuations of $\mathscr{N}_{\ell}^{c}(I)$ is fully explained by $\mathscr{N}_{\ell}^{c}$, in the high energy limit. More precisely, denoting $\widehat{\mathscr{N}_{\ell}^{c}}:=\frac{\mathscr{N}_{\ell}^{c}}{\sqrt{\operatorname{Var}_{\left(\mathscr{N}_{\ell}^{c}\right)}}}$ and $\widehat{\mathscr{N}_{\ell}^{c}}(I):=\frac{\mathscr{N}_{\ell}^{c}(I)}{\sqrt{\operatorname{Var}^{\left(\mathscr{N}_{\ell}^{c}(I)\right)}}}$, it is possible to prove that as $\ell \rightarrow \infty$, for $I \subset \mathbb{R}$ such that $\nu^{c}(I) \neq 0$,

$$
\left(\widehat{\mathscr{N}_{\ell}^{c}}, \widehat{\mathbb{N}}_{\ell}^{c}(I)\right) \xrightarrow{l a w}\left(Z_{1}, Z_{2}\right), \quad\left(\widehat{\mathscr{N}_{\ell}^{c *}}, \widehat{\mathscr{N}_{\ell}^{c *}}(I)\right) \xrightarrow{l a w}(Z, Z),
$$

where $\left(Z_{1}, Z_{2}\right)$ is a bivariate vector of standard independent Gaussian variables, and $Z$ denotes a standard Gaussian variable.
1.6. Discussion and Further Result. In [37], see formula (1.9), Wigman has shown that the length of the level curves is asymptotically fully correlated. Our results fit in the framework of the literature which has investigated the relationship between geometric functionals of excursion sets of random spherical harmonics at different levels as in [37, 8, 22]. Let us recall the definition of the excursion sets of $f_{\ell}$ at level $u$

$$
A_{u}\left(f_{\ell}\right):=\left\{x \in \mathbb{S}^{2}: f_{\ell}(x) \geq u\right\}
$$

The functionals which describe the geometry of such sets are the so called Lipschitz-Killing Curvatures, which correspond to the area, half of the boundary length and the Euler-Poincaré characteristic of $A_{u}\left(f_{\ell}\right)$ and are denoted by $\mathscr{L}_{2}(u, \ell), \mathscr{L}_{1}(u, \ell), \mathscr{L}_{0}(u, \ell)$, respectively.

Previous works, see for instance [9, 23, 27], show that, when $u \neq 0$ (and $u \neq 1,-1$ for the EulerPoincaré characteristic), the three Lipschitz-Killing curvatures are asymptotically fully correlated to $h_{2 ; \ell}$ in the high frequency limit, namely

$$
\lim _{\ell \rightarrow \infty} \operatorname{Corr}\left(\mathscr{L}_{k}(u, \ell), h_{2 ; \ell}\right)=1, \quad k=0,1,2 .
$$

Then, we also immediately have that

$$
\lim _{\ell \rightarrow \infty} \operatorname{Corr}\left(\mathscr{L}_{k}\left(u_{1}, \ell\right), \mathscr{L}_{k}\left(u_{2}, \ell\right)\right)=1, \quad k=0,1,2
$$

for all $u_{1}, u_{2} \neq 0$ (and $u \neq 1,-1$ for the Euler-Poincaré characteristic).
Formula (1.5) entails that the number of critical values is perfectly correlated, as $\ell \rightarrow \infty$, with the area, the Euler-Poincaré characteristic and the boundary length at any nonzero levels. Hence, for $u \neq 0$ (and $u \neq 1,-1$ for the Euler-Poincaré characteristic),

$$
\lim _{\ell \rightarrow \infty} \operatorname{Corr}\left(\mathscr{L}_{k}(u, \ell), \mathscr{N}_{\ell}(u, \infty)\right)=1, \quad k=0,1,2
$$

When the nodal case is considered $(u=0)$ the leading term corresponding to $h_{2 ; \ell}$ of all these geometrical functionals vanishes and the asymptotic behaviour is different. In [22] the correlation between the nodal length $\mathscr{L}_{1}(0, \ell)$ and the boundary length $\mathscr{L}_{1}(u, \ell), u \neq 0$, is investigated; it results that

$$
\lim _{\ell \rightarrow \infty} \operatorname{Corr}\left(\mathscr{L}_{1}(0, \ell), h_{4 ; \ell}\right)=1
$$

and, for $u \neq 0$,

$$
\lim _{\ell \rightarrow \infty} \operatorname{Corr}\left(\mathscr{L}_{1}(0, \ell), \mathscr{L}_{1}(u, \ell)\right)=0
$$

while, after removing the effect of the norm $\left\|f_{\ell}(x)\right\|_{L^{2}\left(\mathbb{S}^{2}\right)}$, for any $u \in \mathbb{R}$, it holds that

$$
\lim _{\ell \rightarrow \infty} \operatorname{Corr}_{\left\|f_{\ell}(x)\right\|_{L^{2}\left(s^{2}\right)}}\left(\mathscr{L}_{1}(0, \ell), \mathscr{L}_{1}(u, \ell)\right)=1
$$

Theorem 1.1 shows that a similar result holds between critical points and critical values: critical values and critical points are asymptotically independent, hence critical points carry no information about the other geometrical functionals at any non-zero levels. This result is due to the fact that the sample norm dominates the behaviour of Lipschitz-Killing curvatures of the excursion sets at non-zero levels, when its
effect is adequately removed, the behaviour of $\mathscr{L}_{1}(u, \ell)$ at any level is fully explained by the total number of critical points, in the high frequency limit. We have, for $u \neq 0$,

$$
\lim _{\ell \rightarrow \infty} \operatorname{Corr}\left(\mathscr{L}_{k}(u, \ell), \mathscr{N}_{\ell}^{c}\right)=0, \quad k=0,1,2
$$

while

$$
\lim _{\ell \rightarrow \infty} \operatorname{Corr}\left(\mathscr{L}_{1}(0, \ell), \mathscr{N}_{\ell}^{c}\right)=1
$$

and for $u \neq 0$

$$
\lim _{\ell \rightarrow \infty} \operatorname{Corr}_{\left\|f_{\ell}(x)\right\|_{L^{2}\left(\Omega^{2}\right)}}\left(\mathscr{L}_{1}(u, \ell), \mathscr{N}_{\ell}^{c}\right)=1
$$

A further result of this paper concerns the Euler-Poincaré characteristic. For this geometrical functional a result analogous to Theorem 1.1 does not hold. In Section 7 we prove that at level 0 also the fourth chaotic component of the Wiener chaos expansion of the Euler-Poincaré characteristic vanishes. In [11, 9] it is shown that

$$
\operatorname{Var}\left(\mathscr{L}_{0}(u, \ell)\right)=\frac{\ell^{3}}{4}\left[H_{1}(u) H_{2}(u) \frac{e^{-u^{2} / 2}}{\sqrt{2 \pi}}\right]^{2}+O\left(\ell^{2} \log ^{2} \ell\right)
$$

and that the high frequency behaviour of $\mathscr{L}_{0}(u, \ell)$ is dominated by the projection onto the second order chaos

$$
\mathscr{L}_{0}(u, \ell)-\mathbb{E}\left[\mathscr{L}_{0}(u, \ell)\right]=\mathscr{L}_{0}(u, \ell)[2]+o_{\mathbb{P}}\left(\sqrt{\operatorname{Var}\left(\mathscr{L}_{0}(u, \ell)\right)}\right)
$$

with

$$
\mathscr{L}_{0}(u, \ell)[2]=\frac{\ell^{2}}{2}\left[H_{1}(u) H_{2}(u) \frac{e^{-u^{2} / 2}}{\sqrt{2 \pi}}\right] h_{\ell, 2}+R(\ell)
$$

where $\mathbb{E}\left[R^{2}(\ell)\right]=O\left(\ell^{2} \log \ell\right)$. The projection onto the second order chaos term disappears in the nodal case. However, differently from what happens with nodal length and critical points, the fourth chaotic component is not dominant as well; indeed in Section 7 we prove that, in the nodal case

## Proposition 1.2.

$$
\mathscr{L}_{0}(0, \ell)[4]=0 .
$$

## 2. Kac-Rice Formula and $L^{2}$-Convergence

By means of Kac-Rice formula, the number of critical points with value in $I$ can be formally written as

$$
\mathscr{N}_{\ell}^{c}(I)=\int_{\mathbb{S}^{2}}\left|\operatorname{det} \nabla^{2} f_{\ell}(x)\right| \mathbb{I}_{\left\{f_{\ell}(x) \in I\right\}} \delta\left(\nabla f_{\ell}(x)\right) d x
$$

where the identity holds both almost surely (using i.e., the Federer's coarea formula, see [1]), and in the $L^{2}$ sense. The validity of this limit in $L^{2}(\Omega)$ was shown in [9] where it is proved that it is possible to built an approximating sequence of functions $\mathscr{N}_{\ell, \varepsilon}^{c}(I)$ and establish their convergence both $\omega$-almost surely and in $L^{2}(\Omega)$ to $\mathscr{N}_{\ell}^{c}(I)$. More precisely, let $\delta_{\varepsilon}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be such that

$$
\delta_{\varepsilon}(z):=\frac{1}{\varepsilon^{2}} \mathbb{I}_{\left\{z \in[-\varepsilon / 2, \varepsilon / 2]^{2}\right\}},
$$

and define the approximating sequence

$$
\mathscr{N}_{\ell, \varepsilon}^{c}(I):=\int_{\mathbb{S}^{2}}\left|\operatorname{det} \nabla^{2} f_{\ell}(x)\right| \mathbb{I}_{\left\{f_{\ell}(x) \in I\right\}} \delta_{\varepsilon}\left(\nabla f_{\ell}(x)\right) d x
$$

it is possible to prove that

Lemma 2.1. For every $\ell \in \mathbb{N}$, we have

$$
\begin{equation*}
\mathscr{N}_{\ell}^{c}(I)=\lim _{\varepsilon \rightarrow 0} \mathscr{N}_{\ell, \varepsilon}^{c}(I) \tag{2.1}
\end{equation*}
$$

where the convergence holds both $\omega$-a.s. and in $L^{2}(\Omega)$.

## 3. Chaos Expansion

Following the same approach as given for other geometric functionals in recent papers, see e.g. [21, 9], we shall start by computing the $L^{2}(\Omega)$ expansion of critical points into Wiener chaoses, which will lead to

$$
\mathscr{N}_{\ell}^{c}(I)=\sum_{q=0}^{\infty} \mathscr{N}_{\ell}^{c}(I)[q],
$$

where $\mathscr{N}_{\ell}^{c}(I)[q]$ denotes the chaos-component of order $q$, or equivalently the projection of $\mathscr{N}_{\ell}{ }^{c}$ on the $q$ th order chaos component, which we shall describe below. In order to define and compute more explicitly the chaos components, let us introduce the standard spherical coordinates $\theta \in[0, \pi], \varphi \in[0,2 \pi)$ and denote $\left(\theta_{x}, \varphi_{x}\right)$ the spherical coordinates of $x \in \mathbb{S}^{2}$, we introduce then the differential operators

$$
\begin{gathered}
\partial_{1 ; x}=\left.\frac{\partial}{\partial \theta}\right|_{\theta=\theta_{x}, \varphi=\varphi_{x}} \quad \partial_{2 ; x}=\left.\frac{1}{\sin \theta} \frac{\partial}{\partial \varphi}\right|_{\theta=\theta_{x}, \varphi=\varphi_{x}} \\
\partial_{11 ; x}=\left.\frac{\partial^{2}}{\partial \theta^{2}}\right|_{\theta=\theta_{x}, \varphi=\varphi_{x}} \quad \partial_{12 ; x}=\left.\frac{1}{\sin \theta} \frac{\partial^{2}}{\partial \theta \partial \varphi}\right|_{\theta=\theta_{x}, \varphi=\varphi_{x}} \quad \partial_{22 ; x}=\left.\frac{1}{\sin ^{2} \theta} \frac{\partial^{2}}{\partial \varphi^{2}}\right|_{\theta=\theta_{x}, \varphi=\varphi_{x}}
\end{gathered}
$$

Recall first that, since $f_{\ell}$ are eigenfunctions of the spherical Laplacian, for every $x \in \mathbb{S}^{2}$, we can write

$$
\begin{equation*}
f_{\ell}(x)=-\frac{\Delta_{\mathbb{S}^{2}} f_{\ell}(x)}{\lambda_{\ell}} ; \tag{3.1}
\end{equation*}
$$

note that at the critical points we have $\Delta_{\mathbb{S}^{2}} f_{\ell}(x)=\partial_{11} f_{\ell}(x)+\partial_{22} f_{\ell}(x)$, whence their number with value in $I$ is, by symmetry, given by

$$
\mathscr{N}_{\ell}^{c}(I)=\#\left\{x \in \mathbb{S}^{2}: \nabla f_{\ell}(x)=0, \frac{\partial_{11} f_{\ell}(x)+\partial_{22} f_{\ell}(x)}{\lambda_{\ell}} \in I\right\}
$$

Covariant gradient and Hessian follow the standard definitions, discussed, for instance, in [9]. Here we simply recall that

$$
\begin{aligned}
\nabla f_{\ell}(x) & =\left(\partial_{1} f_{\ell}(x), \partial_{2} f_{\ell}(x)\right), \\
\nabla^{2} f_{\ell}(x) & =\left(\begin{array}{cc}
\partial_{11} f_{\ell}(x) & \partial_{12} f_{\ell}(x)-\cot \theta_{x} \partial_{2} f_{\ell}(x) \\
\partial_{12} f_{\ell}(x)-\cot \theta_{x} \partial_{2} f_{\ell}(x) & \partial_{22} f_{\ell}(x)+\cot \theta_{x} \partial_{1} f_{\ell}(x)
\end{array}\right), \\
\operatorname{vec} \nabla^{2} f_{\ell}(x) & =\left(\partial_{11} f_{\ell}(x), \partial_{12} f_{\ell}(x)-\cot \theta_{x} \partial_{2} f_{\ell}(x), \partial_{22} f_{\ell}(x)+\cot \theta_{x} \partial_{1} f_{\ell}(x)\right)
\end{aligned}
$$

We can then introduce the 5 -dimensional vector $\left(\nabla f_{\ell}(x)\right.$, vec $\left.\nabla^{2} f_{\ell}(x)\right)$; its covariance matrix $\sigma_{\ell}$ is constant with respect to $x$ and it is computed in [7]. It can be written in the partitioned form

$$
\sigma_{\ell}=\left(\begin{array}{cc}
a_{\ell} & b_{\ell} \\
b_{\ell}^{T} & c_{\ell}
\end{array}\right)
$$

where the superscript $T$ denotes the conjugate transpose, and

$$
a_{\ell}=\left(\begin{array}{cc}
\frac{\lambda_{\ell}}{2} & 0 \\
0 & \frac{\lambda_{\ell}}{2}
\end{array}\right), \quad b_{\ell}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad c_{\ell}=\frac{\lambda_{\ell}^{2}}{8}\left(\begin{array}{ccc}
3-\frac{2}{\lambda_{\ell}} & 0 & 1+\frac{2}{\lambda_{\ell}} \\
0 & 1-\frac{2}{\lambda_{\ell}} & 0 \\
1+\frac{2}{\lambda_{\ell}} & 0 & 3-\frac{2}{\lambda_{\ell}}
\end{array}\right) .
$$

Let us recall that the Cholesky decomposition of a Hermitian positive-definite matrix $A$ takes the form $A=\Lambda \Lambda^{T}$, where $\Lambda$ is a lower triangular matrix with real and positive diagonal entries. It is well-known
that every Hermitian positive-definite matrix (and thus also every real-valued symmetric positive-definite matrix) admits a unique Cholesky decomposition.

By an explicit computation, it is possible to show that the Cholesky decomposition of $\sigma_{\ell}$ takes the form $\sigma_{\ell}=\Lambda_{\ell} \Lambda_{\ell}^{T}$, where

$$
\Lambda_{\ell}=\left(\begin{array}{ccccc}
\frac{\sqrt{\lambda_{\ell}}}{\sqrt{2}} & 0 & 0 & 0 & 0 \\
0 & \frac{\sqrt{\lambda_{\ell}}}{\sqrt{2}} & 0 & 0 & 0 \\
0 & 0 & \frac{\sqrt{\lambda_{\ell} \sqrt{3 \lambda_{\ell}-2}}}{2 \sqrt{2}} & 0 & 0 \\
0 & 0 & 0 & \frac{\sqrt{\lambda_{\ell}} \sqrt{\lambda_{\ell}-2}}{2 \sqrt{2}} & 0 \\
0 & 0 & \frac{\sqrt{\lambda_{\ell}}\left(\lambda_{\ell}+2\right)}{2 \sqrt{2} \sqrt{3 \lambda_{\ell}-2}} & 0 & \frac{\lambda_{\ell} \sqrt{\lambda_{\ell}-2}}{\sqrt{3 \lambda_{\ell}-2}}
\end{array}\right)=:\left(\begin{array}{ccccc}
\mu_{1} & 0 & 0 & 0 & 0 \\
0 & \mu_{1} & 0 & 0 & 0 \\
0 & 0 & \mu_{3} & 0 & 0 \\
0 & 0 & 0 & \mu_{4} & 0 \\
0 & 0 & \mu_{2} & 0 & \mu_{5}
\end{array}\right)
$$

in the last expression, for notational simplicity we have omitted the dependence of the $\mu_{i} \mathrm{~s}$ on $\ell$. The matrix is block diagonal, because under isotropy the gradient components are independent from the Hessian when evaluated at the same point. We can hence define a 5 -dimensional standard Gaussian vector $Y(x)=\left(Y_{1}(x), Y_{2}(x), Y_{3}(x), Y_{4}(x), Y_{5}(x)\right)$ with independent components such that

$$
\begin{aligned}
& \left(\partial_{1} f_{\ell}(x), \partial_{2} f_{\ell}(x), \partial_{11} f_{\ell}(x), \partial_{12} f_{\ell}(x)-\cot \theta_{x} \partial_{2} f_{\ell}(x), \partial_{22} f_{\ell}(x)+\cot \theta_{x} \partial_{1} f_{\ell}(x)\right) \\
& =\Lambda_{\ell} Y(x) \\
& =\left(\mu_{1} Y_{1}(x), \mu_{1} Y_{2}(x), \mu_{3} Y_{3}(x), \mu_{4} Y_{4}(x), \mu_{5} Y_{5}(x)+\mu_{2} Y_{3}(x)\right)
\end{aligned}
$$

Hence

$$
\begin{aligned}
Y_{i}(x) & =\frac{\sqrt{2}}{\sqrt{\lambda_{\ell}}} \partial_{i ; x} f_{\ell}(x), \quad i=1,2, \\
Y_{3}(x) & =\frac{2 \sqrt{2}}{\sqrt{\lambda_{\ell}} \sqrt{3 \lambda_{\ell}-2}} \partial_{11 ; x} f_{\ell}(x), \\
Y_{4}(x) & =\frac{2 \sqrt{2}}{\sqrt{\lambda_{\ell}} \sqrt{\lambda_{\ell}-2}} \partial_{21 ; x}, \\
Y_{5}(x) & =\frac{\sqrt{3 \lambda_{\ell}-2}}{\lambda_{\ell} \sqrt{\lambda_{\ell}-2}} \partial_{22 ; x} f_{\ell}(x)-\frac{\lambda_{\ell}+2}{\lambda_{\ell} \sqrt{\lambda_{\ell}-2} \sqrt{3 \lambda_{\ell}-2}} \partial_{11 ; x} f_{\ell}(x) .
\end{aligned}
$$

Note that asymptotically

$$
\mu_{1} \sim \frac{\ell}{\sqrt{2}}, \quad \mu_{2} \sim \frac{\ell^{2}}{\sqrt{24}}, \quad \mu_{3} \sim \sqrt{\frac{3}{8}} \ell^{2}, \quad \mu_{4} \sim \frac{\ell^{2}}{\sqrt{8}}, \quad \mu_{5} \sim \frac{\ell^{2}}{\sqrt{3}}
$$

where (as usual) $a_{\ell} \sim b_{\ell}$ means that the ratio between the left- and right-hand side tends to unity as $\ell \rightarrow \infty$. Thus we obtain

$$
\begin{aligned}
& \mathscr{N}_{\ell}^{c}(I)= \lim _{\varepsilon \rightarrow 0} \int_{\mathbb{S}^{2}}\left|\operatorname{det} \nabla^{2} f_{\ell}(x)\right| \mathbb{I}_{\left\{f_{\ell}(x) \in I\right\}} \delta_{\varepsilon}\left(\nabla f_{\ell}(x)\right) d x \\
&=\lim _{\varepsilon \rightarrow 0} \lambda_{\ell}^{2} \int_{\mathbb{S}^{2}}\left|\frac{\mu_{3} \mu_{5}}{\lambda_{\ell}^{2}} Y_{3}(x) Y_{5}(x)+\frac{\mu_{2} \mu_{3}}{\lambda_{\ell}^{2}} Y_{3}^{2}(x)-\frac{\mu_{4}^{2}}{\lambda_{\ell}^{2}} Y_{4}^{2}(x)\right| \mathbb{I}_{\left\{\frac{\mu_{2}+\mu_{3}}{\lambda_{\ell}} Y_{3}+\frac{\mu_{5}}{\lambda_{\ell}} Y_{5} \in I\right\}} \\
& \quad \times \delta_{\varepsilon}\left(\mu_{1} Y_{1}(x), \mu_{1} Y_{2}(x)\right) d x
\end{aligned}
$$

where

$$
\frac{\mu_{3} \mu_{5}}{\lambda_{\ell}^{2}} \sim \frac{1}{\sqrt{8}}, \quad \frac{\mu_{2} \mu_{3}}{\lambda_{\ell}^{2}} \sim \frac{1}{8}, \quad \frac{\mu_{4}^{2}}{\lambda_{\ell}^{2}} \sim \frac{1}{8}
$$

Since the $q$ th order chaos is the space generated by the $L^{2}$-completion of linear combinations of the form $H_{q_{1}}\left(Y_{1}\right) \cdots H_{q_{5}}\left(Y_{5}\right)$, with $q_{1}+q_{2}+\cdots+q_{5}=q$, it is the linear span of cross-product of Hermite polynomials computed in the independent random variables $Y_{i}, i=1,2, \ldots 5$, which generate the gradient
and Hessian of $f_{\ell}$. In particular, the second order chaos can be written in the following form

$$
\mathscr{N}_{\ell}^{c}(I)[2]=\lambda_{\ell}\left[\sum_{i<j} H_{i j}(I) \int_{\mathbb{S}^{2}} Y_{i}(x) Y_{j}(x) d x+\frac{1}{2} \sum_{i=1}^{5} K_{i}(I) \int_{\mathbb{S}^{2}} H_{2}\left(Y_{i}(x)\right) d x\right]
$$

where

$$
\begin{aligned}
& H_{i j}(I)=\lim _{\varepsilon \rightarrow 0} \lambda_{\ell} \mathbb{E}\left[\left|\frac{\mu_{3} \mu_{5}}{\lambda_{\ell}^{2}} Y_{3} Y_{5}+\frac{\mu_{2} \mu_{3}}{\lambda_{\ell}^{2}} Y_{3}^{2}-\frac{\mu_{4}^{2}}{\lambda_{\ell}^{2}} Y_{4}^{2}\right| Y_{i} Y_{j} \mathbb{1}_{\left\{\frac{\mu_{2}+\mu_{3}}{\lambda_{\ell}} Y_{3}+\frac{\mu_{5}}{\lambda_{\ell}} Y_{5} \in I\right\}} \delta_{\varepsilon}\left(\mu_{1} Y_{1}, \mu_{1} Y_{2}\right)\right], \\
& K_{i}(I)=\lim _{\varepsilon \rightarrow 0} \lambda_{\ell} \mathbb{E}\left[\left|\frac{\mu_{3} \mu_{5}}{\lambda_{\ell}^{2}} Y_{3} Y_{5}+\frac{\mu_{2} \mu_{3}}{\lambda_{\ell}^{2}} Y_{3}^{2}-\frac{\mu_{4}^{2}}{\lambda_{\ell}^{2}} Y_{4}^{2}\right| H_{2}\left(Y_{i}\right) \mathbb{1}_{\left\{\frac{\mu_{2}+\mu_{3}}{\lambda_{\ell}} Y_{3}+\frac{\mu_{5}}{\lambda_{\ell}} Y_{5} \in I\right\}} \delta_{\varepsilon}\left(\mu_{1} Y_{1}, \mu_{1} Y_{2}\right)\right]
\end{aligned}
$$

the projection coefficients $H_{i j}(I)$ and $K_{i}(I)$ are constant with respect to $\ell$. The fourth order chaos is (3.2)

$$
\begin{aligned}
\mathscr{N}_{\ell}^{c}(I)[4]= & \lambda_{\ell}\left[\frac{1}{2!2!} \sum_{i=2}^{5} \sum_{j=1}^{i-1} h_{i j}(I) \int_{\mathbb{S}^{2}} H_{2}\left(Y_{i}(x)\right) H_{2}\left(Y_{j}(x)\right) d x+\frac{1}{4!} \sum_{i=1}^{5} k_{i}(I) \int_{\mathbb{S}^{2}} H_{4}\left(Y_{i}(x)\right) d x\right. \\
& +\frac{1}{3!} \sum_{\substack{i, j=1 \\
i \neq j}}^{5} g_{i j}(I) \int_{\mathbb{S}^{2}} H_{3}\left(Y_{i}(x)\right) H_{1}\left(Y_{j}(x)\right) d x \\
& +\frac{1}{2} \sum_{\substack{i, j, k=1 \\
i \neq j \neq k}}^{5} p_{i j k}(I) \int_{\mathbb{S}^{2}} H_{2}\left(Y_{i}(x)\right) H_{1}\left(Y_{j}(x)\right) H_{1}\left(Y_{k}(x)\right) d x \\
& \left.+\sum_{\substack{i, j, k, l=1 \\
i \neq j \neq k \neq l}}^{5} q_{i j k l}(I) \int_{\mathbb{S}^{2}} H_{1}\left(Y_{i}(x)\right) H_{1}\left(Y_{j}(x)\right) H_{1}\left(Y_{k}(x)\right) H_{1}\left(Y_{l}(x)\right) d x\right]
\end{aligned}
$$

where

$$
\begin{aligned}
h_{i j}(I)= & \lim _{\varepsilon \rightarrow 0} h_{i j}^{\varepsilon}(I) \\
= & \lim _{\varepsilon \rightarrow 0} \lambda_{\ell} \mathbb{E}\left[\left|\frac{\mu_{3} \mu_{5}}{\lambda_{\ell}^{2}} Y_{3} Y_{5}+\frac{\mu_{2} \mu_{3}}{\lambda_{\ell}^{2}} Y_{3}^{2}-\frac{\mu_{4}^{2}}{\lambda_{\ell}^{2}} Y_{4}^{2}\right| \mathbb{I}_{\left\{\frac{\mu_{2}+\mu_{3}}{\lambda_{\ell}} Y_{3}+\frac{\mu_{5}}{\lambda_{\ell}} Y_{5} \in I\right\}} \delta_{\varepsilon}\left(\mu_{1} Y_{1}, \mu_{1} Y_{2}\right) H_{2}\left(Y_{i}\right) H_{2}\left(Y_{j}\right)\right], \\
k_{i}(I)= & \lim _{\varepsilon \rightarrow 0} k_{i}^{\varepsilon}(I) \\
= & \lim _{\varepsilon \rightarrow 0} \lambda_{\ell} \mathbb{E}\left[\left|\frac{\mu_{3} \mu_{5}}{\lambda_{\ell}^{2}} Y_{3} Y_{5}+\frac{\mu_{2} \mu_{3}}{\lambda_{\ell}^{2}} Y_{3}^{2}-\frac{\mu_{4}^{2}}{\lambda_{\ell}^{2}} Y_{4}^{2}\right| \mathbb{I}_{\left\{\frac{\mu_{2}+\mu_{3}}{\lambda_{\ell}} Y_{3}+\frac{\mu_{5}}{\lambda_{\ell}} Y_{5} \in I\right\}} \delta_{\varepsilon}\left(\mu_{1} Y_{1}, \mu_{1} Y_{2}\right) H_{4}\left(Y_{i}\right)\right] \\
g_{i j}(I)= & \lim _{\varepsilon \rightarrow 0} g_{i j}^{\varepsilon}(I) \\
= & \lim _{\varepsilon \rightarrow 0} \lambda_{\ell} \mathbb{E}\left[\left|\frac{\mu_{3} \mu_{5}}{\lambda_{\ell}^{2}} Y_{3} Y_{5}+\frac{\mu_{2} \mu_{3}}{\lambda_{\ell}^{2}} Y_{3}^{2}-\frac{\mu_{4}^{2}}{\lambda_{\ell}^{2}} Y_{4}^{2}\right| \mathbb{I}_{\left\{\frac{\mu_{2}+\mu_{3}}{\lambda_{\ell}} Y_{3}+\frac{\mu_{5}}{\lambda_{\ell}} Y_{5} \in I\right\}} \delta_{\varepsilon}\left(\mu_{1} Y_{1}, \mu_{1} Y_{2}\right)\right. \\
& \left.\times H_{3}\left(Y_{i}(x)\right) H_{1}\left(Y_{j}(x)\right)\right] \\
p_{i j k}(I)= & \lim _{\varepsilon \rightarrow} p_{i j k}^{\varepsilon}(I) \\
= & \lim _{\varepsilon \rightarrow 0} \lambda_{\ell} \mathbb{E}\left[\left|\frac{\mu_{3} \mu_{5}}{\lambda_{\ell}^{2}} Y_{3} Y_{5}+\frac{\mu_{2} \mu_{3}}{\lambda_{\ell}^{2}} Y_{3}^{2}-\frac{\mu_{4}^{2}}{\lambda_{\ell}^{2}} Y_{4}^{2}\right| \mathbb{I}_{\left\{\frac{\mu_{2}+\mu_{3}}{\lambda_{\ell}} Y_{3}+\frac{\mu_{5}}{\lambda_{\ell}} Y_{5} \in I\right\}} \delta_{\varepsilon}\left(\mu_{1} Y_{1}, \mu_{1} Y_{2}\right)\right. \\
& \left.\times H_{2}\left(Y_{i}(x)\right) H_{1}\left(Y_{j}(x)\right) H_{1}\left(Y_{k}(x)\right)\right],
\end{aligned}
$$

$$
\begin{aligned}
q_{i j k l}(I)= & \lim _{\varepsilon \rightarrow 0} q_{i j k l}^{\varepsilon}(I) \\
= & \lim _{\varepsilon \rightarrow 0} \lambda_{\ell} \mathbb{E}\left[\left|\frac{\mu_{3} \mu_{5}}{\lambda_{\ell}^{2}} Y_{3} Y_{5}+\frac{\mu_{2} \mu_{3}}{\lambda_{\ell}^{2}} Y_{3}^{2}-\frac{\mu_{4}^{2}}{\lambda_{\ell}^{2}} Y_{4}^{2}\right| \mathbb{I}_{\left\{\frac{\mu_{2}+\mu_{3}}{\lambda_{\ell}} Y_{3}+\frac{\mu_{5}}{\lambda_{\ell}} Y_{5} \in I\right\}} \delta_{\varepsilon}\left(\mu_{1} Y_{1}, \mu_{1} Y_{2}\right)\right. \\
& \left.\times H_{1}\left(Y_{i}(x)\right) H_{1}\left(Y_{j}(x)\right) H_{1}\left(Y_{k}(x)\right) H_{1}\left(Y_{l}(x)\right)\right] .
\end{aligned}
$$

The projection coefficients $k_{i}(I), h_{i j}(I), g_{i j}(I), p_{i j k}(I)$, and $q_{i j k l}(I)$ do not depend on $\ell$. In [7] it is proved that

Proposition 3.1. For $I \subset \mathbb{R}$ and such that $\nu^{c}(I) \neq 0$, as $\ell \rightarrow \infty$,

$$
\mathscr{N}_{\ell}^{c}(I)-\mathbb{E}\left[\mathscr{N}_{\ell}^{c}(I)\right]=\mathscr{N}_{\ell}^{c}(I)[2]+R_{\ell}(I)
$$

where

$$
\mathscr{N}_{\ell}^{c}(I)[2]=\frac{\lambda_{\ell}}{2} \nu^{c}(I) \frac{1}{2 \pi} \int_{S^{2}} H_{2}\left(f_{\ell}(x)\right) d x
$$

and

$$
\operatorname{Var}\left(\mathscr{N}_{\ell}^{c}(I)[2]\right)=\ell^{3}\left[\nu^{c}(I)\right]^{2}+o\left(\ell^{3}\right), \quad \mathbb{E}\left[R_{\ell}^{2}(I)\right]=o\left(\ell^{3}\right)
$$

uniformly over $I$.
Proposition 3.1 says that the high frequency behaviour of the number of critical points is dominated by a single term, proportional to the second-order Wiener chaos projection and the second-order Wiener chaos projection admits a simple expression in terms of the integral of $H_{2}\left(f_{\ell}(x)\right)$ over $\mathbb{S}^{2}$. Recalling the definition of the random sequence

$$
\mathscr{F}_{\ell}=-\frac{\lambda_{\ell}}{2^{3} 3^{2} \sqrt{3} \pi} \int_{\mathbb{S}^{2}} H_{4}\left(f_{\ell}(x)\right) d x
$$

for which it is readily seen that

$$
\mathbb{E}\left[\mathscr{F}_{\ell}\right]=0, \quad \lim _{\ell \rightarrow \infty} \frac{\operatorname{Var}\left(\mathscr{N}_{\ell}^{c}\right)}{\operatorname{Var}\left(\mathscr{F}_{\ell}\right)}=1,
$$

in [8] it is proved that
Proposition 3.2. As $\ell \rightarrow \infty$

$$
\operatorname{Corr}\left(\mathscr{N}_{\ell}^{c}, \mathscr{F}_{\ell}\right) \rightarrow 1
$$

and hence

$$
\mathscr{N}_{\ell}^{c}-\mathbb{E}\left[\mathscr{N}_{\ell}^{c}\right]=\mathscr{F}_{\ell}+o_{\mathbb{P}}\left(\sqrt{\ell^{2} \log \ell}\right) .
$$

As a consequence, the total number of critical points is fully correlated in the limit, for $\ell \rightarrow \infty$, with $h_{\ell ; 4}$. The limiting distribution of $h_{\ell ; 4}$ is studied in [27], where it is shown that a quantitative version of the Central Limit Theorem holds for $h_{\ell ; 4}$. Proposition 3.1 also implies that the asymptotic behaviour of the total number of critical points is dominated by its projection on the fourth-order chaos term and that the projection on the fourth-order chaos can be expressed simply in terms of the fourth-order Hermite polynomial, evaluated on the eigenfunctions $\left\{f_{\ell}\right\}$, without the need to compute Hermite polynomials evaluated on the first and second derivatives of $\left\{f_{\ell}\right\}$, despite the fact that the latter do appear in the Kac-Rice formula and they are not negligible in terms of asymptotic variance. A consequence is that, as $\ell \rightarrow \infty$,

$$
\operatorname{Var}\left(\mathscr{N}_{\ell}^{c}[4]\right)=\frac{\ell^{2} \log \ell}{3^{3} \pi^{2}}+O\left(\ell^{2}\right)
$$

so that

$$
\lim _{\ell \rightarrow \infty} \frac{\operatorname{Var}\left(\mathscr{N}_{\ell}^{c}[4]\right)}{\operatorname{Var}\left(\mathscr{N}_{\ell}^{c}\right)}=1
$$

Note that by orthogonality we have

$$
\operatorname{Var}\left(\mathscr{N}_{\ell}^{c}\right)=\sum_{q=0}^{\infty} \operatorname{Var}\left(\mathscr{N}_{\ell}^{c}[q]\right)=\operatorname{Var}\left(\mathscr{N}_{\ell}^{c}[4]\right)+\sum_{k=1}^{\infty} \mathscr{N}_{\ell}^{c}[4+2 k],
$$

where the odd terms in the expansion vanish by symmetry arguments, $\operatorname{Var}\left(\mathscr{N}_{\ell}^{\mathrm{c}}[0]\right)=0$ is obvious, and $\operatorname{Var}\left(\mathscr{N}_{\ell}^{\mathrm{c}}[2]\right)=0$ is shown in [7]. Hence we have the asymptotic relation

$$
\sum_{k=1}^{\infty} \mathscr{N}_{\ell}^{c}[4+2 k]=o\left(\ell^{2} \log \ell\right)
$$

## 4. Proof of Theorem 1.1

In this section we give the proof of our main result. Let us consider $I_{1}, I_{2} \subset \mathbb{R}$; assume first $I_{i} \neq \mathbb{R}$ and such that $\nu^{c}\left(I_{i}\right) \neq 0, i=1,2$. Thanks to Proposition 3.1 we have

$$
\begin{equation*}
\mathscr{N}_{\ell}^{c}\left(I_{i}\right)-\mathbb{E}\left[\mathscr{N}_{\ell}^{c}\left(I_{i}\right)\right]=\mathscr{N}_{\ell}^{c}\left(I_{i}\right)[2]+R_{\ell}\left(I_{i}\right)=\mathscr{S}_{\ell}\left(I_{i}\right)+R_{\ell}\left(I_{i}\right), \tag{4.1}
\end{equation*}
$$

where $\mathbb{E}\left[R_{\ell}^{2}(I)\right]=o\left(\ell^{3}\right)$, as $\ell \rightarrow \infty$. Moreover, recalling that

$$
\operatorname{Var}\left(\mathscr{N}_{\ell}^{c}\left(I_{i}\right)[2]\right)=\ell^{3}\left[\nu^{c}\left(I_{i}\right)\right]^{2}+o\left(\ell^{3}\right)
$$

and, see [12],

$$
\operatorname{Var}\left(\mathscr{N}_{\ell}^{c}\left(I_{i}\right)\right)=\ell^{3}\left[\nu^{c}\left(I_{i}\right)\right]^{2}+O\left(\ell^{5 / 2}\right)
$$

we find that, as $\ell \rightarrow \infty$,

$$
\operatorname{Corr}\left(\mathscr{N}_{\ell}^{c}\left(I_{1}\right), \mathscr{N}_{\ell}^{c}\left(I_{2}\right)\right) \rightarrow 1
$$

We consider now the total number of critical points, in view of Proposition 3.2 we have

$$
\begin{equation*}
\mathscr{N}_{\ell}^{c}-\mathbb{E}\left[\mathscr{N}_{\ell}^{c}\right]=\mathscr{N}_{\ell}^{c}[4]+R_{\ell}=\mathscr{F}_{\ell}+R_{\ell} \tag{4.2}
\end{equation*}
$$

where $R_{\ell}=o_{\mathbb{P}}\left(\sqrt{\ell^{2} \log \ell}\right)$ as $\ell \rightarrow \infty$. From (4.1) and (4.2) we have that for $I \neq \mathbb{R}$ and $I$ such that $\nu^{c}\left(I_{i}\right) \neq 0$

$$
\operatorname{Corr}\left(\mathscr{N}_{\ell}^{c}(I), \mathscr{N}_{\ell}^{c}\right) \rightarrow 0
$$

Now we observe that, taking

$$
Z=\left\|f_{\ell}\right\|_{L^{2}\left(\mathbb{S}^{2}\right)}^{2}
$$

we have

$$
\mathscr{N}_{\ell}^{c}(I)^{*}=\sum_{q=3}^{\infty} \mathscr{N}_{\ell}^{c}(I)[q]
$$

We state now the following results:
Proposition 4.1. As $\ell \rightarrow \infty$,

$$
\operatorname{Var}\left(\mathscr{N}_{\ell}^{c}(I)\right)=\frac{\left[5 \mathscr{I}_{0}(I)-\mathscr{I}_{2}(I)\right]^{2}}{2^{4}} \ell^{3}+\frac{\left[51 \mathscr{I}_{0}(I)-2 \cdot 11 \mathscr{I}_{2}(I)+\mathscr{I}_{4}(I)\right]^{2}}{2^{6} \pi^{2}} \ell^{2} \log \ell+O\left(\ell^{2}\right)
$$

where

$$
\begin{aligned}
& \mathscr{I}_{0}(I)=\sqrt{\frac{2}{\pi}} \int_{I}\left[2 e^{-t^{2}}+t^{2}-1\right] e^{-\frac{t^{2}}{2}} d t \\
& \mathscr{I}_{2}(I)=\sqrt{\frac{2}{\pi}} \int_{I}\left[-4+t^{2}+t^{4}+e^{-t^{2}} 2\left(4+3 t^{2}\right)\right] e^{-\frac{t^{2}}{2}} d t \\
& \mathscr{I}_{4}(I)=\sqrt{\frac{2}{\pi}} \int_{I}\left[\left(72+96 t^{2}+38 t^{4}\right) e^{-t^{2}}-36-12 t^{2}+11 t^{4}+t^{6}\right] e^{-\frac{t^{2}}{2}} d t
\end{aligned}
$$

The proof of Proposition 4.1 is postponed to Section5 The next corollary follows immediately from Proposition 4.1 and

$$
\operatorname{Var}\left(\mathscr{N}_{\ell}^{c}\left(I_{i}\right)[2]\right)=\ell^{3}\left[\nu^{c}\left(I_{i}\right)\right]^{2}+o\left(\ell^{3}\right),
$$

by observing that

$$
\nu^{c}(I)=\frac{5 \mathscr{I}_{0}(I)-\mathscr{I}_{2}(I)}{2^{2}} .
$$

Corollary 4.2. As $\ell \rightarrow \infty$

$$
\operatorname{Var}\left(\sum_{q=3}^{\infty} \mathscr{N}_{\ell}^{c}(I)[q]\right)=\frac{\left[51 \mathscr{I}_{0}(I)-2 \cdot 11 \mathscr{I}_{2}(I)+\mathscr{I}_{4}(I)\right]^{2}}{2^{6} \pi^{2}} \ell^{2} \log \ell+O\left(\ell^{2}\right)
$$

Let us denote by

$$
\mathscr{F}_{\ell}(I)=\frac{51 \mathscr{I}_{0}(I)-2 \cdot 11 \mathscr{I}_{2}(I)+\mathscr{I}_{4}(I)}{2^{3} \pi} \lambda_{\ell} \int_{\mathbb{S}^{2}} H_{4}\left(f_{\ell}(x)\right) d x .
$$

Note that $\mathscr{F}_{\ell}=\mathscr{F}_{\ell}(\mathbb{R})$. We have the following proposition whose proof is given in Section6
Proposition 4.3. For all $I \subset \mathbb{R}$, as $\ell \rightarrow \infty$,

$$
\operatorname{Corr}\left(\sum_{q=3}^{\infty} \mathscr{N}_{\ell}^{c}(I)[q], \mathscr{F}_{\ell}(I)\right) \rightarrow 1
$$

The statement of Theorem 1.1 follows from Corollary 4.2 and Proposition 4.3 for every choice of $I_{1}$ and $I_{2}$, we have that

$$
\operatorname{Corr}_{\left\|f_{\ell}\right\|_{L^{2}\left(s^{2}\right)}^{2}}\left(\mathscr{N}_{\ell}^{c}\left(I_{1}\right), \mathscr{N}_{\ell}^{c}\left(I_{2}\right)\right) \rightarrow 1
$$

## 5. Proof of Proposition 4.1

5.1. Approximate Kac-Rice formula for counting critical points with value in $I \subseteq \mathbb{R}$. For counting the critical points with corresponding value lying in an interval $I$ in the real line, we define the two-point correlation function: for $x \neq \pm y$

$$
\begin{aligned}
& K_{2, \ell}\left(x, y ; t_{1}, t_{2}\right) \\
& =\mathbb{E}\left[\left|\nabla^{2} f_{\ell}(x)\right| \cdot\left|\nabla^{2} f_{\ell}(y)\right| \mid \nabla f_{\ell}(x)=\nabla f_{\ell}(y)=0, f_{\ell}(x)=t_{1}, f_{\ell}(y)=t_{2}\right] \cdot \varphi_{x, y, \ell}\left(t_{1}, t_{2}, 0,0\right),
\end{aligned}
$$

where $\varphi_{x, y, \ell}\left(t_{1}, t_{2}, 0,0\right)$ denotes the density of the 6 -dimensional vector

$$
\left(f_{\ell}(x), f_{\ell}(y), \nabla f_{\ell}(x), \nabla f_{\ell}(y)\right)
$$

in $f_{\ell}(x)=t_{1}, f_{\ell}(y)=t_{2}, \nabla f_{\ell}(x)=\nabla f_{\ell}(y)=0$. In [12] the following approximate Kac-Rice formula is derived: there exists a constant $C>0$ sufficiently big such that

$$
\begin{equation*}
\operatorname{Var}\left(\mathscr{N}_{\ell}^{c}(I)\right)=\int_{\mathscr{W}} \iint_{I \times I} K_{2, \ell}\left(x, y ; t_{1}, t_{2}\right) d t_{1} d t_{2} d x d y-\left(\mathbb{E}\left[\mathscr{N}_{\ell}^{c}(I)\right]\right)^{2}+O\left(\ell^{2}\right) \tag{5.1}
\end{equation*}
$$

where $\mathscr{W}$ is the union of all tuples of points belonging to Voronoi cells further apart than $C / \ell$, see [12] for a more formal definition. Now, exploiting isotropy, and observing that the level field $f_{\ell}$ is a linear combination of gradient and second order derivatives, we have, see [12, Section 4.1.2]:

$$
K_{2, \ell}\left(\phi ; t_{1}, t_{2}\right)=\frac{\lambda_{\ell}^{4}}{8} \frac{1}{\pi^{2} \sqrt{\left(\lambda_{\ell}^{2}-4 \alpha_{2, \ell}^{2}(\phi)\right)\left(\lambda_{\ell}^{2}-4 \alpha_{1, \ell}^{2}(\phi)\right)}} q\left(\mathbf{a}_{\ell}(\phi) ; t_{1}, t_{2}\right)
$$

where $\phi=d(x, y)$ is the geodesic distance between the two points $x$ and $y$, and
$q\left(\mathbf{a}_{\ell}(\phi) ; t_{1}, t_{2}\right)$

$$
\begin{aligned}
& =\frac{1}{(2 \pi)^{3} \sqrt{\operatorname{det}\left(\Delta\left(\mathbf{a}_{\ell}(\phi)\right)\right)}} \iint_{\mathbb{R}^{2} \times \mathbb{R}^{2}}\left|z_{1} \sqrt{8} t_{1}-z_{1}^{2}-z_{2}^{2}\right| \cdot\left|w_{1} \sqrt{8} t_{2}-w_{1}^{2}-w_{2}^{2}\right| \\
& \times \exp \left\{-\frac{1}{2}\left(z_{1}, z_{2}, \sqrt{8} t_{1}-z_{1}, w_{1}, w_{2}, \sqrt{8} t_{2}-w_{1}\right) \Delta\left(\mathbf{a}_{\ell}(\phi)\right)^{-1}\left(z_{1}, z_{2}, \sqrt{8} t_{1}-z_{1}, w_{1}, w_{2}, \sqrt{8} t_{2}-w_{1}\right)^{t}\right\} \\
& \times d z_{1} d z_{2} d w_{1} d w_{2}
\end{aligned}
$$

The matrix $\Delta\left(\mathbf{a}_{\ell}(\phi)\right)$ is defined as

$$
\Delta\left(\mathbf{a}_{\ell}(\phi)\right)=\frac{8}{\lambda_{\ell}^{2}} \Omega_{\ell}(\phi)
$$

where $\Omega_{\ell}(\phi)$ is the conditional covariance matrix of the random vector

$$
\left(\nabla^{2} f_{\ell}(x), \nabla^{2} f_{\ell}(y) \mid \nabla f_{\ell}(x)=\nabla f_{\ell}(y)=0\right)
$$

see [12, Section 4.1.1].
5.2. Taylor expansion. In [13, Section 3.3], it is proved that as $\ell \rightarrow \infty, \operatorname{Var}\left(\mathscr{N}_{\ell}^{c}(I)\right)$ has the following leading terms

$$
\begin{aligned}
\operatorname{Var}\left(\mathscr{N}_{\ell}^{c}(I)\right) & =\frac{1}{8}\left[2 \ell^{3}+\frac{2 \cdot 3^{2}}{\pi^{2}} \ell^{2} \log \ell\right] \iint_{I \times I} q\left(\mathbf{0} ; t_{1}, t_{2}\right) d t_{1} d t_{2} \\
& +\frac{1}{8}\left[-16 \ell^{3}-\frac{2^{5} \cdot 3}{\pi^{2}} \ell^{2} \log \ell\right] \iint_{I \times I}\left[\frac{\partial}{\partial a_{3}} q\left(\mathbf{a} ; t_{1}, t_{2}\right)\right]_{\mathbf{a}=\mathbf{0}} d t_{1} d t_{2} \\
& +\frac{1}{8}\left[32 \ell^{3}-\frac{2^{6}}{\pi^{2}} \ell^{2} \log \ell\right] \iint_{I \times I}\left[\frac{\partial^{2}}{\partial a_{7} \partial a_{7}} q\left(\mathbf{a} ; t_{1}, t_{2}\right)\right]_{\mathbf{a}=\mathbf{0}} d t_{1} d t_{2} \\
& +\frac{1}{8}\left[\frac{3 \cdot 2^{7}}{\pi^{2}} \ell^{2} \log \ell\right] \iint_{I \times I}\left[\frac{\partial^{2}}{\partial a_{3} \partial a_{3}} q\left(\mathbf{a} ; t_{1}, t_{2}\right)\right]_{\mathbf{a}=\mathbf{0}} d t_{1} d t_{2} \\
& +\frac{1}{8}\left[-\frac{2^{9}}{\pi^{2}} \ell^{2} \log \ell\right] \iint_{I \times I}\left[\frac{\partial^{3}}{\partial a_{3} \partial a_{7} \partial a_{7}} q\left(\mathbf{a} ; t_{1}, t_{2}\right)\right]_{\mathbf{a}=\mathbf{0}} d t_{1} d t_{2} \\
& +\frac{1}{8}\left[\frac{2^{9}}{\pi^{2}} \ell^{2} \log \ell\right] \iint_{I \times I}\left[\frac{\partial^{4}}{\partial a_{7} \partial a_{7} \partial a_{7} \partial a_{7}} q\left(\mathbf{a} ; t_{1}, t_{2}\right)\right]_{\mathbf{a}=\mathbf{0}} d t_{1} d t_{2}+O\left(\ell^{2}\right) .
\end{aligned}
$$

Let $Z=\left(Z_{1}, Z_{2}, Z_{3}\right)$ be a centred jointly Gaussian random vector with covariance matrix

$$
\tilde{c}_{\infty}=\left(\begin{array}{ccc}
3 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 3
\end{array}\right)
$$

we denote by $\phi_{Z_{1}+Z_{3}}$ the probability density function of $Z_{1}+Z_{3}$ and we define

$$
p_{0}(t)=\sqrt{8} \cdot \mathbb{E}\left[\left|Z_{1} Z_{3}-Z_{2}^{2}\right| \mid Z_{1}+Z_{3}=\sqrt{8} t\right] \cdot \phi_{Z_{1}+Z_{3}}(\sqrt{8} t)
$$

An explicit computation, see [12, Remark 4.1], shows that

$$
\iint_{I \times I} q\left(\mathbf{0} ; t_{1}, t_{2}\right) d t_{1} d t_{2}=\frac{1}{2^{3}}\left[\int_{I} p_{0}(t) d t\right]^{2}
$$

where

$$
p_{0}(t)=\sqrt{\frac{2}{\pi}}\left[2 e^{-t^{2}}+t^{2}-1\right] e^{-\frac{t^{2}}{2}}
$$

Now let $\mathscr{I}_{r}(I)=\int_{I} p_{r}(t) d t, r=0,2,4$, with $p_{r}, r=2,4$, defined by

$$
p_{2}(t)=\sqrt{8} \cdot \mathbb{E}\left[\left(3 t-\sqrt{2} Z_{1}\right)^{2}\left|Z_{1} Z_{3}-Z_{2}^{2}\right| \mid Z_{1}+Z_{3}=\sqrt{8} t\right] \cdot \phi_{Z_{1}+Z_{3}}(\sqrt{8} t)
$$

$$
\begin{aligned}
& =\sqrt{\frac{2}{\pi}}\left[-4+t^{2}+t^{4}+e^{-t^{2}} 2\left(4+3 t^{2}\right)\right] e^{-\frac{t^{2}}{2}}, \\
p_{4}(t) & =\sqrt{8} \cdot \mathbb{E}\left[\left(3 t-\sqrt{2} Z_{1}\right)^{4}\left|Z_{1} Z_{3}-Z_{2}^{2}\right| \mid Z_{1}+Z_{3}=\sqrt{8} t\right] \cdot \phi_{Z_{1}+Z_{3}}(\sqrt{8} t) \\
& =\sqrt{\frac{2}{\pi}}\left[\left(72+96 t^{2}+38 t^{4}\right) e^{-t^{2}}-36-12 t^{2}+11 t^{4}+t^{6}\right] e^{-\frac{t^{2}}{2}},
\end{aligned}
$$

using Leibnitz integral rule and some technical computations, we obtain the following:

$$
\begin{aligned}
& \iint_{I \times I}\left[\frac{\partial}{\partial a_{3}} q\left(\mathbf{a} ; t_{1}, t_{2}\right)\right]_{\mathbf{a}=\mathbf{0}} d t_{1} d t_{2}=-\frac{3}{2^{6}} \mathscr{I}_{0}^{2}(I)+\frac{1}{2^{6}} \mathscr{I}_{0}(I) \mathscr{I}_{2}(I), \\
& \iint_{I \times I}\left[\frac{\partial^{2}}{\partial a_{7} \partial a_{7}} q\left(\mathbf{a} ; t_{1}, t_{2}\right)\right]_{\mathbf{a}=\mathbf{0}} d t_{1} d t_{2}=\frac{1}{2^{9}}\left[3 \mathscr{I}_{0}(I)-\mathscr{I}_{2}(I)\right]^{2}, \\
& \iint_{I \times I}\left[\frac{\partial^{2}}{\partial a_{3} \partial a_{3}} q\left(\mathbf{a} ; t_{1}, t_{2}\right)\right]_{\mathbf{a}=\mathbf{0}} d t_{1} d t_{2}=\frac{1}{2^{11}}\left[2^{3} \cdot 3^{2} \mathscr{I}_{0}^{2}(I)-2^{4} \cdot 3 \mathscr{I}_{0}(I) \mathscr{I}_{2}(I)+2 \mathscr{I}_{0}(I) \mathscr{I}_{4}(I)+2 \mathscr{I}_{2}^{2}(I)\right], \\
& \iint_{I \times I}\left[\frac{\partial^{3}}{\partial a_{3} \partial a_{7} \partial a_{7}} q\left(\mathbf{a} ; t_{1}, t_{2}\right)\right]_{\mathbf{a}=\mathbf{0}} d t_{1} d t_{2} \\
& =\frac{1}{2^{13}}\left[-2 \cdot 3^{4} \mathscr{I}_{0}(I)^{2}+2 \cdot 3^{4} \mathscr{I}_{0}(I) \mathscr{I}_{2}(I)-2 \cdot 3 \mathscr{I}_{0}(I) \mathscr{\mathscr { I }}_{4}(I)+2 \mathscr{I}_{4}(I) \mathscr{I}_{2}(I)-2^{2} \cdot 3^{2} \mathscr{I}_{2}^{2}(I)\right], \\
& \iint_{I \times I}\left[\frac{\partial^{4}}{\partial a_{7} \partial a_{7} \partial a_{7} \partial a_{7}} q\left(\mathbf{a} ; t_{1}, t_{2}\right)\right]_{\mathbf{a}=\mathbf{0}} d t_{1} d t_{2}=\frac{1}{2^{15}}\left[3^{3} \mathscr{I}_{0}(I)-2 \cdot 3^{2} \mathscr{I}_{2}(I)+\mathscr{I}_{4}(I)\right]^{2} .
\end{aligned}
$$

Therefore we find the following analytic expression for the variance:

$$
\begin{aligned}
& \operatorname{Var}\left(\mathscr{\mathscr { C }}_{\ell}^{c}(I)\right)=\left[2 \ell^{3}+\frac{2 \cdot 3^{2}}{\pi^{2}} \ell^{2} \log \ell\right] \frac{1}{2^{3}} \mathscr{I}_{0}^{2}(I) \\
& +\left[-16 \ell^{3}-\frac{2^{5} \cdot 3}{\pi^{2}} \ell^{2} \log \ell\right] \frac{1}{2^{6}}\left[-3 \mathscr{I}_{0}^{2}(I)+\mathscr{I}_{0}(I) \mathscr{I}_{2}(I)\right]+\left[32 \ell^{3}-\frac{2^{6}}{\pi^{2}} \ell^{2} \log \ell\right] \frac{1}{2^{9}}\left[3 \mathscr{I}_{0}(I)-\mathscr{I}_{2}(I)\right]^{2} \\
& +\left[\frac{3 \cdot 2^{7}}{\pi^{2}} \ell^{2} \log \ell\right] \frac{1}{2^{11}}\left[2^{3} \cdot 3^{2} \mathscr{I}_{0}^{2}(I)-2^{4} \cdot 3 \mathscr{I}_{0}(I) \mathscr{I}_{2}(I)+2 \mathscr{I}_{0}(I) \mathscr{I}_{4}(I)+2 \mathscr{I}_{2}^{2}(I)\right] \\
& +\left[-\frac{2^{9}}{\pi^{2}} \ell^{2} \log \ell\right] \frac{1}{2^{13}}\left[-2 \cdot 3^{4} \mathscr{I}_{0}(I)^{2}+2 \cdot 3^{4} \mathscr{I}_{0}(I) \mathscr{I}_{2}(I)-2 \cdot 3 \mathscr{I}_{0}(I) \mathscr{I}_{4}(I)+2 \mathscr{I}_{4}(I) \mathscr{I}_{2}(I)-2^{2} \cdot 3^{2} \mathscr{I}_{2}^{2}(I)\right] \\
& +\left[\frac{2^{9}}{\pi^{2}} \ell^{2} \log \ell\right] \frac{1}{2^{15}}\left[3^{3} \mathscr{I}_{0}(I)-2 \cdot 3^{2} \mathscr{I}_{2}(I)+\mathscr{I}_{4}(I)\right]^{2}+O\left(\ell^{2}\right),
\end{aligned}
$$

that can be rewritten as:
$\operatorname{Var}\left(\mathscr{N}_{\ell}^{c}(I)\right)=\frac{1}{2^{4}}\left[5 \mathscr{I}_{0}(I)-\mathscr{I}_{2}(I)\right]^{2} \ell^{3}+\frac{1}{\pi^{2} 2^{6}}\left[51 \mathscr{I}_{0}(I)-2 \cdot 11 \mathscr{I}_{2}(I)+\mathscr{I}_{4}(I)\right]^{2} \ell^{2} \log \ell+O\left(\ell^{2}\right)$,
where
$5 \mathscr{I}_{0}(I)-\mathscr{I}_{2}(I)=\sqrt{\frac{2}{\pi}} \int_{I} e^{-\frac{t^{2}}{2}}\left[-1+4 t^{2}-t^{4}+e^{-t^{2}}\left(2-6 t^{2}\right)\right] d t$,
$51 \mathscr{I}_{0}(I)-2 \cdot 11 \mathscr{I}_{2}(I)+\mathscr{I}_{4}(I)=\sqrt{\frac{2}{\pi}} \int_{I} e^{-\frac{t^{2}}{2}}\left[\left(-2-36 t^{2}+38 t^{4}\right) e^{-t^{2}}+1+17 t^{2}-11 t^{4}+t^{6}\right] d t$,
that is the statement of Proposition 4.1

## 6. Proof of Proposition 4.3

In order to prove Proposition 4.3 we first give the following results, whose proofs are given in Section 6.1 and Section 6.2 respectively.

Proposition 6.1. We have that

$$
\begin{aligned}
k_{2}(I) & =\frac{3}{8 \pi} \mathscr{I}_{0}(I) \\
k_{5}(I) & =\frac{3}{8 \pi} \mathscr{I}_{0}(I)-\frac{2^{3}}{2^{5} \pi} \mathscr{I}_{2}(I)+\frac{2^{6}}{3^{2} 2^{9} \pi} \mathscr{I}_{4}(I), \\
h_{25}(I) & =\frac{1}{2^{3} \pi} \mathscr{I}_{0}(I)-\frac{2^{3}}{2^{6} 3 \pi} \mathscr{I}_{2}(I)
\end{aligned}
$$

Proposition 6.2. The projection coefficients $g_{i j}(I), p_{i j k}(I)$ and $q_{i j k l}(I)$ are such that

- for $i, j \neq 3,5$, we have $g_{i j}(I)=0$,
- for $j, k \neq 1,2,4$, we have $p_{i j k}(I)=0$,
- we have $q_{i j k l}(I)=0$.

We also recall in the two lemmas below the results given in [8, Lemmas 5.1, 5.2, 5.3, 5.4, 5.6].
Lemma 6.3. As $\ell \rightarrow \infty$,

$$
\begin{gathered}
\int_{0}^{\pi / 2} \mathbb{E}\left[H_{4}\left(Y_{2}(\bar{x})\right) H_{4}\left(f_{\ell}(y(\phi))\right)\right] \sin \phi d \phi=4!\frac{2 \cdot 3}{\pi^{2}} \frac{\log \ell}{\ell^{2}}+O\left(\ell^{-2}\right), \\
\int_{0}^{\pi / 2} \mathbb{E}\left[H_{4}\left(Y_{5}(\bar{x})\right) H_{4}\left(f_{\ell}(y(\phi))\right)\right] \sin \phi d \phi=4!\frac{3^{3}}{2 \pi^{2}} \frac{\log \ell}{\ell^{2}}+O\left(\ell^{-2}\right), \\
\int_{0}^{\pi / 2} \mathbb{E}\left[H_{2}\left(Y_{2}(\bar{x})\right) H_{2}\left(Y_{5}(\bar{x})\right) H_{4}\left(f_{\ell}(y(\phi))\right)\right] \sin \phi d \phi=4!\frac{3}{\pi^{2}} \frac{\log \ell}{\ell^{2}}+O\left(\ell^{-2}\right) .
\end{gathered}
$$

Lemma 6.4. As $\ell \rightarrow \infty$,

$$
\int_{0}^{\pi / 2} \mathbb{E}\left[H_{3}\left(Y_{a}(\bar{x})\right) H_{1}\left(Y_{b}(\bar{x})\right) H_{4}\left(f_{\ell}(y(\phi))\right)\right] \sin \phi d \phi=O\left(\ell^{-2}\right)
$$

for $i=1,2$,

$$
\int_{0}^{\pi / 2} \mathbb{E}\left[H_{2}\left(Y_{i}(\bar{x})\right) H_{1}\left(Y_{3}(\bar{x})\right) H_{1}\left(Y_{5}(\bar{x})\right) H_{4}\left(f_{\ell}(y(\phi))\right)\right] \sin \phi d \phi=0
$$

and

$$
\int_{0}^{\pi / 2} \mathbb{E}\left[H_{2}\left(Y_{4}(\bar{x})\right) H_{1}\left(Y_{3}(\bar{x})\right) H_{1}\left(Y_{5}(\bar{x})\right) H_{4}\left(f_{\ell}(y(\phi))\right)\right] \sin \phi d \phi=0
$$

Relying on the results just mentioned we can now prove Proposition 4.3 by continuity of the inner product in $L^{2}(\Omega)$, we write

$$
\begin{aligned}
\operatorname{Cov}\left(\mathscr{N}_{\ell}^{c}(I), h_{\ell ; 4}\right) & =\lim _{\varepsilon \rightarrow 0} \operatorname{Cov}\left(\mathscr{N}_{\ell, \varepsilon}^{c}(I), h_{\ell ; 4}\right) \\
& =\lim _{\varepsilon \rightarrow 0} \mathbb{E}\left[\int_{\mathbb{S}^{2}}\left|\operatorname{det} \nabla^{2} f_{\ell}(x)\right| \mathbb{I}_{\left\{f_{\ell}(x) \in I\right\}} \delta_{\varepsilon}\left(\nabla f_{\ell}(x)\right) d x \int_{\mathbb{S}^{2}} H_{4}\left(f_{\ell}(y)\right) d y\right] \\
& =\lim _{\varepsilon \rightarrow 0} \mathbb{E}\left[\int_{\mathbb{S}^{2}} \sum_{q=0}^{\infty} \psi_{\ell}^{\varepsilon}(I, x ; q) d x \int_{\mathbb{S}^{2}} H_{4}\left(f_{\ell}(y)\right) d y\right] .
\end{aligned}
$$

Now note that both $\psi_{\ell}^{\varepsilon}(I, x ; q)$ and $H_{4}\left(f_{\ell}(y)\right)$ are isotropic processes on $\mathbb{S}^{2}$, hence we have

$$
\mathbb{E}\left[\int_{\mathbb{S}^{2}} \sum_{q=0}^{\infty} \psi_{\ell}^{\varepsilon}(I, x ; q) d x \int_{\mathbb{S}^{2}} H_{4}\left(f_{\ell}(y)\right) d y\right]=\mathbb{E}\left[\int_{\mathbb{S}^{2}} \lim _{Q \rightarrow \infty} \sum_{q=0}^{Q} \psi_{\ell}^{\varepsilon}(I, x ; q) d x \int_{\mathbb{S}^{2}} H_{4}\left(f_{\ell}(y)\right) d y\right]
$$

$$
=\lim _{Q \rightarrow \infty} \mathbb{E}\left[\int_{\mathbb{S}^{2}} \sum_{q=0}^{Q} \psi_{\ell}^{\varepsilon}(I, x ; q) d x \int_{\mathbb{S}^{2}} H_{4}\left(f_{\ell}(y)\right) d y\right]
$$

by continuity of covariances. Moreover because all integrands are finite-order polynomials we have

$$
\begin{aligned}
\lim _{Q \rightarrow \infty} \mathbb{E} & {\left[\int_{\mathbb{S}^{2}} \sum_{q=0}^{Q} \psi_{\ell}^{\varepsilon}(I, x ; q) d x \int_{\mathbb{S}^{2}} H_{4}\left(f_{\ell}(y)\right) d y\right]=\lim _{Q \rightarrow \infty} \sum_{q=0}^{Q} \int_{\mathbb{S}^{2}} \int_{\mathbb{S}^{2}} \mathbb{E}\left[\psi_{\ell}^{\varepsilon}(I, x ; q) H_{4}\left(f_{\ell}(y)\right)\right] d x d y } \\
& =\int_{\mathbb{S}^{2}} \int_{\mathbb{S}^{2}} \mathbb{E}\left[\psi_{\ell}^{\varepsilon}(I, x ; 4) H_{4}\left(f_{\ell}(y)\right)\right] d x d y=16 \pi^{2} \int_{0}^{\pi / 2} \mathbb{E}\left[\psi_{\ell}^{\varepsilon}(I, \bar{x} ; 4) H_{4}\left(f_{\ell}(y(\phi))\right)\right] \sin \phi d \phi,
\end{aligned}
$$

where in the last steps we used orthogonality of Wiener chaoses and isotropy; we take $\bar{x}=\left(\frac{\pi}{2}, 0\right)$ and $y(\phi)=\left(\frac{\pi}{2}, \phi\right)$. This allows us to perform our argument on the equator, where $\theta$ is fixed to $\pi / 2$. Note that

$$
\begin{aligned}
\psi_{\ell}^{\varepsilon}(I, \bar{x} ; 4)= & \lambda_{\ell}\left[\frac{1}{2!2!} \sum_{i=2}^{5} \sum_{j=1}^{i-1} h_{i j}^{\varepsilon}(I) H_{2}\left(Y_{i}(\bar{x})\right) H_{2}\left(Y_{j}(\bar{x})\right)+\frac{1}{4!} \sum_{i=1}^{5} k_{i}^{\varepsilon}(I) H_{4}\left(Y_{i}(\bar{x})\right)\right. \\
& +\frac{1}{3!} \sum_{\substack{i, j=1 \\
i \neq j}}^{5} g_{i j}^{\varepsilon}(I) H_{3}\left(Y_{i}(\bar{x})\right) H_{1}\left(Y_{j}(\bar{x})\right)+\frac{1}{2} \sum_{\substack{i, j, k=1 \\
i \neq j \neq k}}^{5} q_{i j k}^{\varepsilon}(I) H_{2}\left(Y_{i}(\bar{x})\right) H_{1}\left(Y_{j}(\bar{x})\right) H_{1}\left(Y_{k}(\bar{x})\right) \\
& \left.+\sum_{\substack{i, j, k, l=1 \\
i \neq j \neq k \neq l}}^{5} p_{i j k l}^{\varepsilon}(I) H_{1}\left(Y_{i}(\bar{x})\right) H_{1}\left(Y_{j}(\bar{x})\right) H_{1}\left(Y_{k}(\bar{x})\right) H_{1}\left(Y_{l}(\bar{x})\right)\right]
\end{aligned}
$$

and hence

$$
\begin{aligned}
& \operatorname{Cov}\left(\mathscr{N}_{\ell}^{c}(I), h_{\ell ; 4}\right) \\
& =16 \pi^{2} \lim _{\varepsilon \rightarrow 0} \int_{0}^{\pi / 2} \mathbb{E}\left[\psi_{\ell}^{\varepsilon}(I, \bar{x} ; 4) H_{4}\left(f_{\ell}(y(\phi))\right)\right] \sin \phi d \phi \\
& =16 \pi^{2} \lambda_{\ell} \frac{1}{2!2!} \sum_{i=2}^{5} \sum_{j=1}^{i-1}\left\{\lim _{\varepsilon \rightarrow 0} h_{i j}^{\varepsilon}(I)\right\} \int_{0}^{\pi / 2} \mathbb{E}\left[H_{2}\left(Y_{i}(\bar{x})\right) H_{2}\left(Y_{j}(\bar{x})\right) H_{4}\left(f_{\ell}(y(\phi))\right)\right] \sin \phi d \phi \\
& +16 \pi^{2} \lambda_{\ell} \frac{1}{4!} \sum_{i=1}^{5}\left\{\lim _{\varepsilon \rightarrow 0} k_{i}^{\varepsilon}(I)\right\} \int_{0}^{\pi / 2} \mathbb{E}\left[H_{4}\left(Y_{i}(\bar{x})\right) H_{4}\left(f_{\ell}(y(\phi))\right)\right] \sin \phi d \phi \\
& +16 \pi^{2} \lambda_{\ell} \frac{1}{3!} \sum_{i \neq j}\left\{\lim _{\varepsilon \rightarrow 0} g_{i j}^{\varepsilon}(I)\right\} \int_{0}^{\pi / 2} \mathbb{E}\left[H_{3}\left(Y_{i}(\bar{x})\right) H_{1}\left(Y_{j}(\bar{x})\right) H_{4}\left(f_{\ell}(y(\phi))\right)\right] \sin \phi d \phi \\
& +16 \pi^{2} \lambda_{\ell} \frac{1}{2} \sum_{i \neq j \neq k}\left\{\lim _{\varepsilon \rightarrow 0} p_{i j k}^{\varepsilon}(I)\right\} \int_{0}^{\pi / 2} \mathbb{E}\left[H_{2}\left(Y_{i}(\bar{x})\right) H_{1}\left(Y_{j}(\bar{x})\right) H_{1}\left(Y_{k}(\bar{x})\right) H_{4}\left(f_{\ell}(y(\phi))\right)\right] \sin \phi d \phi \\
& +16 \pi^{2} \lambda_{\ell} \sum_{i \neq j \neq k \neq l}\left\{\lim _{\varepsilon \rightarrow 0} q_{i j k l}^{\varepsilon}(I)\right\} \int_{0}^{\pi / 2} \mathbb{E}\left[H_{1}\left(Y_{i}(\bar{x})\right) H_{1}\left(Y_{j}(\bar{x})\right) H_{1}\left(Y_{k}(\bar{x})\right) H_{1}\left(Y_{l}(\bar{x})\right) H_{4}\left(f_{\ell}(y(\phi))\right)\right] \sin \phi d \phi .
\end{aligned}
$$

We observe that the asymptotic behaviour of $\operatorname{Cov}\left(\mathscr{N}_{\ell}^{c}(I), h_{\ell ; 4}\right)$ is dominated by three terms corresponding to

$$
\int_{0}^{\pi / 2} \mathbb{E}\left[H_{4}\left(Y_{2}(\bar{x})\right) H_{4}\left(f_{\ell}(y(\phi))\right)\right] \sin \phi d \phi, \quad \int_{0}^{\pi / 2} \mathbb{E}\left[H_{4}\left(Y_{5}(\bar{x})\right) H_{4}\left(f_{\ell}(y(\phi))\right)\right] \sin \phi d \phi
$$

and

$$
\int_{0}^{\pi / 2} \mathbb{E}\left[H_{2}\left(Y_{2}(\bar{x})\right) H_{2}\left(Y_{5}(\bar{x})\right) H_{4}\left(f_{\ell}(y(\phi))\right)\right] \sin \phi d \phi
$$

The computation of these leading covariances is given in Lemma 6.3 All the remaining terms in $\operatorname{Cov}\left(\mathscr{N}_{\ell}^{c}(I), h_{\ell ; 4}\right)$ are shown to be $O\left(\ell^{-2}\right)$ or smaller in Lemma 6.4 From Proposition 6.1 we know that

$$
\begin{gathered}
k_{2}(I)=\frac{3}{8 \pi} \mathscr{I}_{0}(I), \quad k_{5}(I)=\frac{3}{8 \pi} \mathscr{I}_{0}(I)-\frac{2^{3}}{2^{5} \pi} \mathscr{I}_{2}(I)+\frac{2^{6}}{3^{2} 2^{9} \pi} \mathscr{I}_{4}(I), \\
h_{25}(I)=\frac{1}{2^{3} \pi} \mathscr{I}_{0}(I)-\frac{2^{3}}{2^{6} 3 \pi} \mathscr{I}_{2}(I) .
\end{gathered}
$$

Substituting and after some straightforward algebra, one obtains

$$
\begin{aligned}
\operatorname{Cov} & \left(\mathscr{N}_{\ell}^{c}(I), h_{\ell ; 4}\right) \\
& =\lambda_{\ell}\left\{4 \pi^{2} h_{25}(I) 4!\frac{3}{\pi^{2}} \frac{\log \ell}{\ell^{2}}+\frac{2}{3} \pi^{2} k_{2}(I) 4!2^{2} \frac{3}{\pi^{2}} \frac{\log \ell}{2 \ell^{2}}+\frac{2}{3} \pi^{2} k_{5}(I) 4!3^{2} \frac{3}{\pi^{2}} \frac{\log \ell}{2 \ell^{2}}+O\left(\ell^{-2}\right)\right\} \\
& =\lambda_{\ell} \frac{\log \ell}{\ell^{2}} 4!\frac{1}{\pi} \frac{1}{2^{9}}\left\{51 \cdot 2^{6} \mathscr{I}_{0}(I)-11 \cdot 2^{7} \mathscr{I}_{2}(I)+2^{6} \mathscr{I}_{4}(I)\right\}+O(1)
\end{aligned}
$$

The statement of Proposition 4.3 follows recalling the definition of $\mathscr{F}_{\ell}(I)$ and Corollary 4.2
6.1. Proof of Proposition 6.1; evaluation of the Projection Coefficients $h_{52}(I), k_{2}(I), k_{5}(I)$. In this section we evaluate the three projection coefficients in the Wiener-chaos expansion which are required in Proposition4.3 Let us recall first the following simple result: assuming $Y$ standard Gaussian

$$
\varphi_{i}:=\lim _{\varepsilon \rightarrow 0} \mathbb{E}\left[H_{i}(Y) \delta_{\varepsilon}\left(\mu_{1} Y\right)\right]= \begin{cases}\frac{1}{\sqrt{2 \pi} \mu_{1}} & i=0 \\ 0 & i=1 \\ -\frac{1}{\sqrt{2 \pi} \mu_{1}} & i=2 \\ \frac{3}{\sqrt{2 \pi} \mu_{1}} & i=4\end{cases}
$$

indeed, for example,

$$
\lim _{\varepsilon \rightarrow 0} \mathbb{E}\left[H_{4}(Y) \delta_{\varepsilon}\left(\mu_{1} Y\right)\right]=\lim _{\varepsilon \rightarrow 0} \mathbb{E}\left[\left(Y^{4}-6 Y^{2}+3\right) \delta_{\varepsilon}\left(\mu_{1} Y\right)\right]=\frac{3}{\sqrt{2 \pi} \mu_{1}}
$$

since

$$
\lim _{\varepsilon \rightarrow 0} \mathbb{E}\left[Y^{n} \delta_{\varepsilon}\left(\mu_{1} Y\right)\right]=\lim _{\varepsilon \rightarrow 0} \int_{-\infty}^{\infty} y^{n} \delta_{\varepsilon}\left(\mu_{1} y\right) \frac{1}{\sqrt{2 \pi}} e^{-\frac{y^{2}}{2}} d y= \begin{cases}\frac{1}{\sqrt{2 \pi} \mu_{1}} & n=0 \\ 0 & n=1,2,3 \ldots\end{cases}
$$

This allows us to write $k_{2}(I), k_{5}(I)$ and $k_{52}(I)$ as follows:

$$
\begin{aligned}
k_{2}(I) & =\lim _{\varepsilon \rightarrow 0} k_{2}^{\varepsilon}(I) \\
& =\lambda_{\ell} \mathbb{E}\left[\left|\frac{\mu_{3} \mu_{5}}{\lambda_{\ell}^{2}} Y_{3} Y_{5}+\frac{\mu_{2} \mu_{3}}{\lambda_{\ell}^{2}} Y_{3}^{2}-\frac{\mu_{4}^{2}}{\lambda_{\ell}^{2}} Y_{4}^{2}\right| \mathbb{1}_{\left\{\frac{\mu_{2}+\mu_{3}}{\lambda_{\ell}} Y_{3}+\frac{\mu_{5}}{\lambda_{\ell}} Y_{5} \in I\right\}}\right] \varphi_{0} \varphi_{4} \\
& =\frac{3}{\pi} \mathbb{E}\left[\left|\frac{1}{2 \sqrt{2}} Y_{3} Y_{5}+\frac{1}{8} Y_{3}^{2}-\frac{1}{8} Y_{4}^{2}\right| \mathbb{1}_{\left\{\frac{\sqrt{2}}{\sqrt{3}} Y_{3}+\frac{1}{\sqrt{3}} Y_{5} \in I\right\}}\right]+O\left(\ell^{-1}\right), \\
k_{5}(I) & =\lim _{\varepsilon \rightarrow 0} k_{5}^{\varepsilon}(I) \\
& =\lambda_{\ell} \mathbb{E}\left[\left|\frac{\mu_{3} \mu_{5}}{\lambda_{\ell}^{2}} Y_{3} Y_{5}+\frac{\mu_{2} \mu_{3}}{\lambda_{\ell}^{2}} Y_{3}^{2}-\frac{\mu_{4}^{2}}{\lambda_{\ell}^{2}} Y_{4}^{2}\right| \mathbb{1}_{\left\{\frac{\mu_{2}+\mu_{3}}{\lambda_{\ell}} Y_{3}+\frac{\mu_{5}}{\lambda_{\ell}} Y_{5} \in I\right\}} H_{4}\left(Y_{5}\right)\right] \varphi_{0}^{2} \\
& =\frac{1}{\pi} \mathbb{E}\left[\left|\frac{1}{2 \sqrt{2}} Y_{3} Y_{5}+\frac{1}{8} Y_{3}^{2}-\frac{1}{8} Y_{4}^{2}\right| \mathbb{1}_{\left\{\frac{\sqrt{2}}{\sqrt{3}} Y_{3}+\frac{1}{\sqrt{3}} Y_{5} \in I\right\}} H_{4}\left(Y_{5}\right)\right]+O\left(\ell^{-1}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
h_{52}(I) & =\lim _{\varepsilon \rightarrow 0} h_{25}^{\varepsilon}(I) \\
& =\lambda_{\ell} \mathbb{E}\left[\left|\frac{\mu_{3} \mu_{5}}{\lambda_{\ell}^{2}} Y_{3} Y_{5}+\frac{\mu_{2} \mu_{3}}{\lambda_{\ell}^{2}} Y_{3}^{2}-\frac{\mu_{4}^{2}}{\lambda_{\ell}^{2}} Y_{4}^{2}\right| \mathbb{1}_{\left\{\frac{\mu_{2}+\mu_{3}}{\lambda_{\ell}} Y_{3}+\frac{\mu_{5}}{\lambda_{\ell}} Y_{5} \in I\right\}} H_{2}\left(Y_{5}\right)\right] \varphi_{0} \varphi_{2} \\
& =-\frac{1}{\pi} \mathbb{E}\left[\left|\frac{1}{2 \sqrt{2}} Y_{3} Y_{5}+\frac{1}{8} Y_{3}^{2}-\frac{1}{8} Y_{4}^{2}\right| \mathbb{1}_{\left\{\frac{\sqrt{2}}{\sqrt{3}} Y_{3}+\frac{1}{\sqrt{3}} Y_{5} \in I\right\}} H_{2}\left(Y_{5}\right)\right]+O\left(\ell^{-1}\right) .
\end{aligned}
$$

Let us introduce the change of variables

$$
Z_{1}=\sqrt{3} Y_{3}, \quad Z_{2}=Y_{4}, \quad Z_{3}=\frac{\sqrt{8}}{\sqrt{3}} Y_{5}+\frac{1}{\sqrt{3}} Y_{3}
$$

so that $\left(Z_{1}, Z_{2}, Z_{2}\right)$ is a centred Gaussian vector with covariance matrix $\tilde{c}_{\infty}$ and we can write

$$
\frac{1}{2 \sqrt{2}} Y_{3} Y_{5}+\frac{1}{8} Y_{3}^{2}-\frac{1}{8} Y_{4}^{2}=\frac{1}{8}\left(Z_{1} Z_{3}-Z_{2}^{2}\right), \quad \frac{\sqrt{2}}{\sqrt{3}} Y_{3}+\frac{1}{\sqrt{3}} Y_{5}=\frac{1}{\sqrt{8}} Z_{1}+\frac{1}{\sqrt{8}} Z_{3}
$$

## Hence

$$
\begin{aligned}
k_{2}(I) & =\frac{3}{\pi} \mathbb{E}\left[\frac{1}{8}\left|Z_{1} Z_{3}-Z_{2}^{2}\right| \mathbb{1}_{\left\{\frac{1}{\sqrt{8}}\left(Z_{1}+Z_{3}\right) \in I\right\}}\right] \\
& =\frac{3}{\pi} \mathbb{E}\left[\mathbb{E}\left[\left.\frac{1}{8}\left|Z_{1} Z_{3}-Z_{2}^{2}\right| \mathbb{1}_{\left\{\frac{1}{\sqrt{8}}\left(Z_{1}+Z_{3}\right) \in I\right\}} \right\rvert\, Z_{1}+Z_{3}=\sqrt{8} t\right]\right] \\
& =\frac{3}{8 \pi} \int_{I} p_{0}(t) d t=\frac{3}{8 \pi} \mathscr{I}_{0}(I),
\end{aligned}
$$

as claimed. Similarly,

$$
\begin{aligned}
h_{52}(I) & =-\frac{1}{\pi} \frac{1}{8} \mathbb{E}\left[\left|Z_{1} Z_{3}-Z_{2}^{2}\right| \mathbb{1}_{\left\{\frac{1}{\sqrt{8}}\left(Z_{1}+Z_{3}\right) \in I\right\}} H_{2}\left(\frac{1}{\sqrt{8} \sqrt{3}}\left(3 Z_{3}-Z_{1}\right)\right)\right] \\
& =-\frac{1}{\pi} \frac{1}{8} \mathbb{E}\left[\left|Z_{1} Z_{3}-Z_{2}^{2}\right| \mathbb{1}_{\left\{\frac{1}{\sqrt{8}}\left(Z_{1}+Z_{3}\right) \in I\right\}}\left(\frac{1}{\sqrt{8} \sqrt{3}}\left(3 Z_{3}-Z_{1}\right)\right)^{2}\right] \\
& +\frac{1}{\pi} \frac{1}{8} \mathbb{E}\left[\left|Z_{1} Z_{3}-Z_{2}^{2}\right| \mathbb{1}_{\left\{\frac{1}{\sqrt{8}}\left(Z_{1}+Z_{3}\right) \in I\right\}}\right] \\
& =-\frac{1}{\pi} \frac{1}{8^{2} 3} \int_{I} \sqrt{8} \mathbb{E}\left[\left|Z_{1} Z_{3}-Z_{2}^{2}\right|\left(3 Z_{3}-Z_{1}\right)^{2} \mid Z_{1}+Z_{3}=\sqrt{8} t\right] \phi_{Z_{1}+Z_{3}}(\sqrt{8} t) d t \\
& +\frac{1}{8 \pi} \int_{I} \mathbb{E}\left[\left|Z_{1} Z_{3}-Z_{2}^{2}\right| Z_{1}+Z_{3}=\sqrt{8} t\right] \phi_{Z_{1}+Z_{3}}(\sqrt{8} t) d t \\
& =-\frac{2^{3}}{3 \cdot 2^{6} \pi} \mathscr{I}_{2}(I)+\frac{1}{2^{3} \pi} \mathscr{I}_{0}(I),
\end{aligned}
$$

and

$$
\begin{aligned}
k_{5}(I) & =\frac{1}{\pi} \frac{1}{8} \mathbb{E}\left[\left|Z_{1} Z_{3}-Z_{2}^{2}\right| \mathbb{1}_{\left\{\frac{1}{\sqrt{8}}\left(Z_{1}+Z_{3}\right) \in I\right\}} H_{4}\left(\frac{1}{\sqrt{8} \sqrt{3}}\left(3 Z_{3}-Z_{1}\right)\right)\right] \\
& =\frac{1}{8^{3} 3^{2} \pi} \int_{I} \sqrt{8} \mathbb{E}\left[\left|Z_{1} Z_{3}-Z_{2}^{2}\right|\left(3 Z_{3}-Z_{1}\right)^{4} \mid Z_{1}+Z_{3}=\sqrt{8} t\right] \phi_{Z_{1}+Z_{3}}(\sqrt{8} t) d t \\
& -\frac{1}{8 \pi 4} \int_{I} \sqrt{8} \mathbb{E}\left[\left|Z_{1} Z_{3}-Z_{2}^{2}\right|\left(3 Z_{3}-Z_{1}\right)^{2} \mid Z_{1}+Z_{3}=\sqrt{8} t\right] \phi_{Z_{1}+Z_{3}}(\sqrt{8} t) d t \\
& +\frac{3}{8 \pi} \int_{I} \sqrt{8} \mathbb{E}\left[\left|Z_{1} Z_{3}-Z_{2}^{2}\right| \mid Z_{1}+Z_{3}=\sqrt{8} t\right] \phi_{Z_{1}+Z_{3}}(\sqrt{8} t) d t
\end{aligned}
$$

$$
=\frac{2^{6}}{2^{9} \cdot 3^{2} \pi} \mathscr{I}_{4}(I)-\frac{2^{3}}{2^{5} \pi} \mathscr{I}_{2}(I)+\frac{3}{2^{3} \pi} \mathscr{I}_{0}(I)
$$

6.2. Proof of Proposition 6.2; terms with odd index Hermite polynomials. The terms in the 4 -th chaos formula (3.2) with odd index Hermite polynomials produce in $\operatorname{Cov}\left(\mathscr{N}_{\ell}^{c}(I), h_{\ell ; 4}\right)$ terms of order $O\left(\ell^{-2}\right)$ and terms equal to zero, in fact, recalling that for $a$ odd we have

$$
\lim _{\varepsilon \rightarrow 0} \mathbb{E}\left[H_{a}(Y) \delta_{\varepsilon}\left(\mu_{1} Y\right)\right]=0
$$

we immediately see that the coefficients $g_{i j}(I)$ with $i, j=1,2$ are all equal to zero. For the coefficients $g_{i j}(I)$ with $i=4$ or $j=4$, we observe that the expectation with respect to the random variable $Y_{4}$ vanishes since it is expressed as the integral of an odd function. The proof of the last two points of the statement is similar.

## 7. Proof of Proposition 1.2

We define the approximating sequence

$$
\mathscr{L}_{0, \varepsilon}(u, \ell)=\int_{\mathbb{S}^{2}}\left(\operatorname{det} \nabla^{2} f_{\ell}(x)\right) \mathbb{1}_{\left\{f_{\ell}(x) \geq u\right\}} \delta\left(\nabla f_{\ell}(x)\right) d x
$$

Under the assumptions of [9, Lemma 4], we have that

$$
\mathscr{L}_{0}(u, \ell)=\lim _{\varepsilon \rightarrow 0} \mathscr{L}_{0, \varepsilon}(u, \ell)
$$

where the convergence holds both $\omega-$ a.s. and in $L^{2}(\Omega)$. The proof of Proposition 1.2 follows the same lines of the proof of Proposition 4.3 with the only difference that the relevant projection coefficients are now

$$
\begin{aligned}
& h_{25}(u) \\
& =\lim _{\varepsilon \rightarrow 0} \mathbb{E}\left[\left(\frac{\mu_{3} \mu_{5}}{\lambda_{\ell}^{2}} Y_{3} Y_{5}+\frac{\mu_{2} \mu_{3}}{\lambda_{\ell}^{2}} Y_{3}^{2}-\frac{\mu_{4}^{2}}{\lambda_{\ell}^{2}} Y_{4}^{2}\right) \mathbb{1}_{\left\{\frac{\mu_{2}+\mu_{3}}{\lambda_{\ell}} Y_{3}+\frac{\mu_{5}}{\lambda_{\ell}} Y_{5} \leq u\right\}} \delta_{\varepsilon}\left(Y_{1}, Y_{2}\right) H_{2}\left(Y_{2}\right) H_{2}\left(Y_{5}\right)\right],
\end{aligned}
$$

and, for $i=2,5$,

$$
k_{i}(u)=\lim _{\varepsilon \rightarrow 0} \mathbb{E}\left[\left(\frac{\mu_{3} \mu_{5}}{\lambda_{\ell}^{2}} Y_{3} Y_{5}+\frac{\mu_{2} \mu_{3}}{\lambda_{\ell}^{2}} Y_{3}^{2}-\frac{\mu_{4}^{2}}{\lambda_{\ell}^{2}} Y_{4}^{2}\right) \mathbb{1}_{\left\{\frac{\mu_{2}+\mu_{3}}{\lambda_{\ell}} Y_{3}+\frac{\mu_{5}}{\lambda_{\ell}} Y_{5} \leq u\right\}} \delta_{\varepsilon}\left(Y_{1}, Y_{2}\right) H_{4}\left(Y_{i}\right)\right]
$$

After a long series of calculations that we do not include here for brevity sake, we obtain the following explicit expression for the projection coefficients:

$$
\begin{aligned}
h_{25}(u) & =-\frac{1}{24 \pi} u\left(u^{2}+1\right) \frac{e^{-u^{2} / 2}}{\sqrt{2 \pi}} \\
k_{2}(u) & =\frac{3}{8 \pi} u \frac{e^{-u^{2} / 2}}{\sqrt{2 \pi}} \\
k_{5}(u) & =\frac{1}{27 \pi} u\left(-9-2 u^{2}+u^{4}\right) \frac{e^{-u^{2} / 2}}{\sqrt{2 \pi}}
\end{aligned}
$$

The statement immediately follow in the nodal case $u=0$.
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