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#### Abstract

This work deals with the numerical solution of systems of oscillatory second-order differential equations which often arise from the semi-discretization in space of partial differential equations. Since these differential equations exhibit (pronounced or highly) oscillatory behavior, standard numerical methods are known to perform poorly. Our approach consists in directly discretizing the problem by means of Gautschi-type integrators based on sinc matrix functions. The novelty contained here is that of using a suitable rational approximation formula for the sinc matrix function to apply a rational Krylov-like approximation method with suitable choices of poles. In particular, we discuss the application of the whole strategy to a finite element discretization of the wave equation.
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## 1 Introduction

We consider the numerical solution of the system of multi-frequency oscillatory secondorder differential equations of the form

$$
\left\{\begin{array}{l}
\mathbf{y}^{\prime \prime}(t)+A \mathbf{y}(t)=\mathbf{f}(t)  \tag{1}\\
\mathbf{y}\left(t_{0}\right)=\mathbf{y}_{0} \\
\mathbf{y}^{\prime}\left(t_{0}\right)=\mathbf{y}_{1}
\end{array}\right.
$$

where $A \in \mathbb{R}^{n \times n}$ is a symmetric and positive semi-definite matrix implicitly containing the dominant frequencies of the problem. Usually, oscillatory differential equations arise from semi-discretization in space of $d$-dimensional partial differential equations

$$
\begin{cases}u_{t t}(\mathbf{x}, t)+\mathcal{A}(u(\mathbf{x}, t))=f(\mathbf{x}, t), & (\mathbf{x}, t) \in \Omega \times\left(t_{0}, t_{f}\right], \Omega \subseteq \mathbb{R}^{d} \\ u\left(\mathbf{x}, t_{0}\right)=u_{0}(\mathbf{x}), & \mathbf{x} \in \Omega \\ u_{t}\left(\mathbf{x}, t_{0}\right)=v_{0}(\mathbf{x}), & \mathbf{x} \in \Omega \\ \mathcal{B}(u(\mathbf{x}, t))=0, & (\mathbf{x}, t) \in \partial \Omega \times\left[t_{0}, t_{f}\right]\end{cases}
$$

for $\mathcal{A}(\cdot)$ a differential operator with respect to the space variables - involving either ordinary or fractional derivatives, and $\mathcal{B}(\cdot)$ the relevant boundary conditions. The technique used to reduce partial differential equations to (large) ordinary differential equations is known as method of lines. In particular, the so-called longitudinal method of lines separates the problem of discretization in space from the problem of evolution in time by using the intermediate step in which one discretizes only in space but maintains continuous time. Thus, the resulting semi-discrete problem is an initial value problem of the form (1).

Several integration strategies start from the rewriting of (1) as a first-order system. By introducing the variable $\mathbf{z}(t)=\left[\mathbf{y}(t), \mathbf{y}^{\prime}(t)\right]^{T}$ we are able to transform the secondorder differential problem into the following system of first-order

$$
\mathbf{z}^{\prime}(t)+B \mathbf{z}(t)=\mathbf{g}(t), \quad \mathbf{z}\left(t_{0}\right)=\mathbf{z}_{0}
$$

where, for $O$ the all-zeros matrix and $I$ the identity matrix,

$$
B=\left[\begin{array}{cc}
O & -I \\
A & O
\end{array}\right], \quad \mathbf{g}(t)=\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{f}(t)
\end{array}\right], \quad \mathbf{z}_{0}=\left[\begin{array}{l}
\mathbf{y}_{0} \\
\mathbf{y}_{1}
\end{array}\right]
$$

Then, the solution can be obtained by reading the first row of the two-by-two block formula

$$
\begin{equation*}
\mathbf{z}(t)=\exp \left(-\left(t-t_{0}\right) B\right) \mathbf{z}_{0}+\int_{t_{0}}^{t} \exp (-(t-\xi) B) \mathbf{g}(\xi) \mathrm{d} \xi \tag{2}
\end{equation*}
$$

This choice is theoretically viable, and has been used many times in combination with Padé expansion for the matrix exponential, e.g., see [1]. Furthermore, by applying suitable quadrature formulas to (2) one produces the so-called exponential integrators schemes, for which we refer to the review [2]. To have efficient evaluations we require
routines for computing products of matrix functions times a vector of Krylov-type. Nevertheless, we may have efficiency difficulties. Indeed, if $A$ is symmetric one needs to work with a matrix that is similar to a skew-symmetric matrix and, as observed in [3, 4], polynomial Krylov approaches for the matrix exponential have indeed a slower convergence rate than in the symmetric case. To overcome this drawback in [3] the proposed approach turns to polynomial Krylov methods with restart.

Our approach in this work consists in directly discretizing the problem (1) by means of Gautschi-type integrators [5, 6]; see Section 2. We focus on the numerical integration scheme given by

$$
\mathbf{y}_{n+1}-2 \mathbf{y}_{n}+\mathbf{y}_{n-1}=h^{2}\left(\operatorname{sinc} \frac{h \sqrt{A}}{2}\right)^{2}\left(-A \mathbf{y}_{n}+\mathbf{f}_{n}\right)
$$

with the unnormalized sinc function defined by

$$
\operatorname{sinc} r=\left\{\begin{array}{ll}
\frac{\sin r}{r} & \text { for } r \neq 0  \tag{3}\\
1 & \text { for } r=0
\end{array}=\Omega\right.
$$

The novelty contained here is that of using a rational approximation formula for (3) to instead apply a rational Krylov-like approximation method with suitable choices of poles; see Sections 3 and 4.

Then, in Section 5 we discuss the application of the whole strategy to a finite element discretization of the wave equation. Finally, in Section 6 we perform a numerical exploration of the proposed approach.

### 1.1 Notation

To simplify the reading of the paper, we report some notations we adopt throughout the paper. With $\|\cdot\|$ we indicate the vector and matrix 2 -norm, while with $\|\cdot\|_{\Sigma}$ we denote the function uniform norm (or sup norm) over the set $\Sigma$, i.e., $\|f\|_{\Sigma}=\sup \{|f(s)|: s \in \Sigma\}$. For a generic matrix $A$, we denote the field-of-values of $A$ by

$$
W(A)=\left\{z \in \mathbb{C}: z=\mathbf{v}^{H} A \mathbf{v}, \mathbf{v} \in \mathbb{C}^{n},\|\mathbf{v}\|=1\right\}
$$

## 2 Gautschi-type methods

In this section we recall the main features of time-stepping procedures that are generally known as the Gautschi-type methods [5,6]. By making the usual position in which $\mathbf{y}_{n}$ is an approximation to the value $\mathbf{y}\left(t_{0}+n h\right), h=\left(t_{f}-t_{0}\right) / n_{t}, n=0,1, \ldots, n_{t}$, one can introduce multi-step methods of a given trigonometric order by looking at linear functionals $\mathfrak{L} \in \mathcal{C}^{s}$ of trigonometric order $p$, relative to period $T$, i.e., annihilating all
trigonometric polynomials of degree $\leq p$ with period $T$ or, in other terms, such that

$$
\mathfrak{L} 1=\mathfrak{L} \cos \left(r \frac{2 \pi}{T} t\right)=\mathfrak{L} \sin \left(r \frac{2 \pi}{T} t\right)=0, \quad r=1,2, \ldots, p
$$

In general, we can compare methods of trigonometric order $p$ with methods having algebraic order $2 p$ [5, p. 381]. Among these are the extrapolation methods of Störmertype of trigonometric order $p$ and with uniform step size $h$ which take the following form

$$
\begin{equation*}
\mathbf{y}_{n+1}+\alpha_{p, 1}(v) \mathbf{y}_{n}+\alpha_{p, 2}(v) \mathbf{y}_{n-1}=h^{2} \sum_{\ell=1}^{2 p-1} \beta_{p, \ell}(v) \mathbf{y}_{n+1-\ell}^{\prime \prime}, \quad(v=2 \pi h / T) \tag{4}
\end{equation*}
$$

where the expressions of the $\alpha_{p, \ell}(\cdot)$ and $\beta_{p, \ell}(\cdot)$ power series are themselves in the seminal paper of Gautschi [5, Section 5]. In some cases they can be expressed in closed form as, for example, when $p=1$. Indeed in the latter case they are the following

$$
\begin{equation*}
\alpha_{1,1}(v)=-2, \quad \alpha_{1,2}(v)=1, \quad \beta_{1,1}(v)=(\operatorname{sinc} v / 2)^{2} . \tag{5}
\end{equation*}
$$

Therefore, for the continuous problem (1) we can specify the extrapolation Störmer scheme of trigonometric order 1 as

$$
\begin{equation*}
\mathbf{y}_{n+1}-2 \mathbf{y}_{n}+\mathbf{y}_{n-1}=h^{2} \psi\left(h^{2} A\right)\left(-A \mathbf{y}_{n}+\mathbf{f}_{n}\right) \tag{6}
\end{equation*}
$$

for $\psi\left(v^{2}\right)=(\operatorname{sinc} v / 2)^{2}$. Since this is a two-step scheme, we can construct its equivalent one-step formulation on a staggered-grid as

$$
\left\{\begin{array}{l}
\mathbf{v}_{n+1 / 2}=\mathbf{v}_{n}+\frac{h}{2} \psi\left(h^{2} A\right)\left(-A \mathbf{y}_{n}+\mathbf{f}_{n}\right), \\
\mathbf{y}_{n+1}=\mathbf{y}_{n}+h \mathbf{v}_{n+1 / 2}, \\
\mathbf{v}_{n+1}=\mathbf{v}_{n+1 / 2}+\frac{h}{2} \psi\left(h^{2} A\right)\left(-A \mathbf{y}_{n+1}+\mathbf{f}_{n+1}\right)
\end{array} \quad \mathbf{v}_{0}=\sigma\left(h^{2} A\right) \mathbf{y}_{1}\right.
$$

where $\mathbf{v}_{n}$ represents the discretization of the velocity $\mathbf{y}^{\prime}\left(t_{0}+n h\right)$ and $\sigma\left(v^{2}\right)=\operatorname{sinc} v$. If we concatenate the last equation coming from the previous time step with the first equation of the subsequent time step and we take as initial guess

$$
\begin{equation*}
\mathbf{v}_{1 / 2}=\sigma\left(h^{2} A\right) \mathbf{y}_{1}+\frac{h}{2} \psi\left(h^{2} A\right)\left(-A \mathbf{y}_{0}+\mathbf{f}_{0}\right) \tag{7}
\end{equation*}
$$

we can simplify the scheme to

$$
\begin{cases}\mathbf{y}_{n+1}=\mathbf{y}_{n}+h \mathbf{v}_{n+1 / 2}, & n \geq 0  \tag{8}\\ \mathbf{v}_{n+1 / 2}=\mathbf{v}_{n-1 / 2}+h \psi\left(h^{2} A\right)\left(-A \mathbf{y}_{n}+\mathbf{f}_{n}\right), & n>0\end{cases}
$$

Therefore, the computational effort that we have to make in case we want to apply the scheme (8) is the repeated computation of operations of the same type with

$$
\begin{equation*}
\psi(z)=(\operatorname{sinc} \sqrt{z} / 2)^{2}, \quad \sigma(z)=\operatorname{sinc} \sqrt{z} \tag{9}
\end{equation*}
$$

Remark 1. For $v \rightarrow 0$, using (3) it is easy to check that the coefficient $\beta_{1,1}(v)$ in (5) tends to 1. Therefore, the corresponding method reduces to the usual Störmer-Verletleapfrog method

$$
\begin{equation*}
\mathbf{y}_{n+1}-2 \mathbf{y}_{n}+\mathbf{y}_{n-1}=h^{2}\left(-A \mathbf{y}_{n}+\mathbf{f}_{n}\right) . \tag{10}
\end{equation*}
$$

Arguments similar to those above give rise to the simplified scheme

$$
\begin{cases}\mathbf{y}_{n+1}=\mathbf{y}_{n}+h \mathbf{v}_{n+1 / 2}, & n \geq 0 \\ \mathbf{v}_{n+1 / 2}=\mathbf{v}_{n-1 / 2}+h\left(-A \mathbf{y}_{n}+\mathbf{f}_{n}\right), & n>0\end{cases}
$$

with initial guess

$$
\mathbf{v}_{1 / 2}=\mathbf{y}_{1}+\frac{h}{2}\left(-A \mathbf{y}_{0}+\mathbf{f}_{0}\right) .
$$

This is the computationally most economic implementation, and numerically more stable than (10); see [7, p. 472].

## 3 Rational Krylov methods

An efficient way of performing the computations in (7)-(8) is using subspace projection methods. In the following, we denote by $V_{k}$ an orthogonal matrix whose columns $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$ span an arbitrary Krylov subspace $\mathcal{W}_{k}(A, \mathbf{v})$ of dimension $k$. Then we can obtain an approximation of any $g(A ; t) \mathbf{v}$ - and analogously for any of the functions in (9) - by

$$
\begin{equation*}
g(A ; t) \mathbf{v} \approx \mathbf{g}_{k}=V_{k} g\left(V_{k}^{T} A V_{k} ; t\right) V_{k}^{T} \mathbf{v} \tag{11}
\end{equation*}
$$

For selecting between different methods of obtaining the approximation (11) we have to make suitable choices of the projection spaces $\mathcal{W}_{k}(A, \mathbf{v})$. In complete generality, if we can select a set of scalars - called poles $-\left\{\zeta_{1}, \ldots, \zeta_{k-1}\right\} \subset \overline{\mathbb{C}}$ (the extended complex plane), that are not eigenvalues of $A$, then we can define the polynomial

$$
q_{k-1}(z)=\prod_{j=1}^{k-1}\left(\zeta_{j}-z\right)
$$

and consider as $\mathcal{W}_{k}(A, \mathbf{v})$ the rational Krylov subspace of order $k$ associated with $A, \mathbf{v}$ and $q_{k-1}$ defined by

$$
\begin{equation*}
\mathcal{Q}_{k}(A, \mathbf{v})=\left[q_{k-1}(A)\right]^{-1} \mathcal{K}_{k}(A, \mathbf{v}) \tag{12}
\end{equation*}
$$

for

$$
\mathcal{K}_{k}(A, \mathbf{v})=\operatorname{Span}\left\{\mathbf{v}, A \mathbf{v}, \ldots, A^{k-1} \mathbf{v}\right\}
$$

the standard polynomial Krylov space.
The crucial point of the entire procedure is therefore the choice of the appropriate poles for the pair function and matrix under consideration. The principle to be
guided by in the choice is that of the expression of the error committed using the approximation (11) for a given Krylov space/set of poles.
Theorem 1 (Near optimality, [8, 9]). Let $g$ be analytic in a neighborhood of a compact set $\Sigma \supseteq W(A)$ the field-of-value of $A$. Then the rational Krylov approximation (11) defined using the space (12) satisfies

$$
\left\|g(A ; t) \mathbf{v}-\mathbf{g}_{k}\right\| \leq 2 C\|\mathbf{v}\|_{r_{k} \in \mathbb{P}_{k-1} / q_{k-1}} \min _{k}\left\|g-r_{k}\right\|_{\Sigma}
$$

with a constant $2 \leq C \leq 1+\sqrt{2}$. If $A$ is Hermitian, the result holds even with $C=1$ and $\Sigma \supseteq \Lambda(A) \cup \Lambda\left(V_{k}^{T} A V_{k}\right)$, for $\Lambda(\cdot)$ the spectrum.

The goal is therefore to choose the poles so as to obtain the best rational approximation of the function $g$ on the set $\Sigma$. For this purpose, a possible choice to obtain an upper bound is to fix a rational approximation for the function sought and to choose the poles of this approximation as poles of the method. With this in mind, in the next section we deal with obtaining these approximations in different ways.

## 4 Four approximations to the sinc function

The heart of the approach is therefore that of finding an approximation for the sinc function (3) to either directly approximate the matrix function-vector product or to determine the poles $\left\{\zeta_{j}\right\}_{j}$ to build the Krylov space (12) and the related approximation (11). Such results can be obtained by using the expression of the sinc function in terms of the confluent hypergeometric function (Section 4.1) or by inverting its Fourier transform (Section 4.2). While a closed form expression of the diagonal Padé approximant of the sinc function exist, see [10, p. 367], it involves the computation of determinants of matrices whose entries are binomial coefficients. This task requires symbolical manipulations and does not produce an expression of the approximation error; we give a tabulation of few of them in Appendix A.

### 4.1 Padé-type approximants

For the following analysis we need to introduce the confluent hypergeometric function of the first kind. This can be defined by the generalized hypergeometric series

$$
{ }_{1} F_{1}(a ; b ; x)=\sum_{n=0}^{+\infty} \frac{(a)_{n}}{(b)_{n}} \frac{x^{n}}{n!},
$$

where, as usual, $(w)_{s}=w(w+1) \cdots(w+s-1)$ denotes the Pochhammer symbol. It is straightforward to verify that when $b=a$ this function coincides with the exponential function, i.e.,

$$
\begin{equation*}
e^{x}={ }_{1} F_{1}(a ; a ; x) . \tag{13}
\end{equation*}
$$

Now, by virtue of the fact that

$$
\begin{equation*}
\operatorname{sinc} z=\frac{\sin z}{z}=\frac{e^{-i z}-e^{i z}}{-2 i z} \tag{14}
\end{equation*}
$$

we may deduce a first rational approximation for the sinc function by the Padé approximants for the exponential. Similarly, this can be done by considering the Padé approximants for the ${ }_{1} F_{1}(1 ; 2 ; \cdot)$. In fact, we known that if $\operatorname{Re} b>\operatorname{Re} a>0$, the confluent hypergeometric function can be represented as an integral (see, e.g., [11, eq. (1) p. 255])

$$
{ }_{1} F_{1}(a ; b ; x)=\frac{\Gamma(b)}{\Gamma(a) \Gamma(b-a)} \int_{0}^{1} e^{x t} t^{a-1}(1-t)^{b-a-1} d t .
$$

Setting $a=1, b=2$ and recalling that for every positive integer $n, \Gamma(n)=(n-1)$ !, we obtain

$$
{ }_{1} F_{1}(1 ; 2 ; x)=\int_{0}^{1} e^{x t} d t=\frac{e^{x}-1}{x} .
$$

Choosing $x=-2 i z$, from the previous and (14) we get

$$
\begin{equation*}
e^{i z}{ }_{1} F_{1}(1 ; 2 ;-2 i z)=e^{i z} \frac{e^{-2 i z}-1}{-2 i z}=\frac{e^{-i z}-e^{i z}}{-2 i z}=\operatorname{sinc} z . \tag{15}
\end{equation*}
$$

Alternatively, setting $x= \pm i z$, we have

$$
\begin{equation*}
\frac{1}{2}\left({ }_{1} F_{1}(1 ; 2 ; i z)+{ }_{1} F_{1}(1 ; 2 ;-i z)\right)=\operatorname{sinc} z . \tag{16}
\end{equation*}
$$

In all these three cases, rational approximations to the sinc function can be determined by using the results provided by Luke in [12] which concern the $[n / n]$-Padé approximant of ${ }_{1} F_{1}(1 ; b ;-x)$. As for the remainder, since the confluent hypergeometric functions can be linked to the so-called $\varphi$-functions by

$$
{ }_{1} F_{1}(1 ; j+1 ; x)=j!\varphi_{j}(x), \quad j=0,1,2, \ldots,
$$

we can use the error estimate deriving from the diagonal Padé approximant to $\varphi_{j}(x)$ and given in [13, Lemma 2] which is sharper than the one reported in [12].

### 4.1.1 Padé approximants for the exponential function

As already mentioned in (13), the exponential function can be expressed in terms of a confluent hypergeometric function as follows

$$
e^{-x}={ }_{1} F_{1}(1 ; 1 ;-x) .
$$

Therefore, from [12, eqs. (13)-(15) p. 15] we can readily obtain its [ $n / n]$-Padé approximant, i.e.,

$$
\begin{equation*}
e^{-x}=\frac{G_{n}(-x)}{G_{n}(x)}+S_{n}(x) \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{n}(x)=\frac{(2 n)!}{n!}{ }_{1} F_{1}(-n ;-2 n ; x) \tag{18}
\end{equation*}
$$

and the remainder is given in terms of modified Bessel functions

$$
S_{n}(x)=(-1)^{n+1} \pi e^{-x} \frac{I_{n+1 / 2}(x / 2)}{K_{n+1 / 2}(x / 2)}=\frac{(-1)^{n+1} n!n!}{(2 n)!(2 n+1)!} x^{2 n+1}+\mathcal{O}\left(x^{2 n+2}\right)
$$

Remark 2. Now, it is worth to observe that the generalized Laguerre polynomial of degree $n$ is defined by suitable confluent hypergeometric function as follows (see, e.g., [14, Eq. (13.6.19)])

$$
\begin{equation*}
L_{n}^{(\alpha)}(x) \triangleq\binom{n+\alpha}{n}{ }_{1} F_{1}(-n ; \alpha+1 ; x) \tag{19}
\end{equation*}
$$

While for $\alpha>-1$ the $\left\{L_{n}^{(\alpha)}(x)\right\}_{n}$ are orthogonal polynomials on $[0,+\infty)$ with respect to the weight $x^{\alpha} e^{-x}$, for $\alpha \in \mathbb{C}$ this is no longer true, that is, they are no longer orthogonal and posses simple complex zeros; see, e.g., the discussion in [15]. This is the case of interest in the following computations.

Then, we can express (18) as

$$
G_{n}(x)=\frac{(2 n)!}{n!}\binom{-n-1}{n}^{-1} L_{n}^{(-2 n-1)}(x)
$$

Consequently, (17) becomes

$$
e^{-x}=\frac{L_{n}^{(-2 n-1)}(-x)}{L_{n}^{(-2 n-1)}(x)}+S_{n}(x) .
$$

This relation together with (14) gives rise to our first rational approximation for the sinc function

$$
\begin{equation*}
\operatorname{sinc} z=-\frac{1}{2 i z} \frac{\left(L_{n}^{(-2 n-1)}(-i z)\right)^{2}-\left(L_{n}^{(-2 n-1)}(i z)\right)^{2}}{L_{n}^{(-2 n-1)}(i z) L_{n}^{(-2 n-1)}(-i z)}+\hat{S}_{n}(z) \tag{20}
\end{equation*}
$$

where the remainder is given by

$$
\begin{equation*}
\hat{S}_{n}(z) \triangleq \frac{S_{n}(i z)-S_{n}(-i z)}{-2 i z} \approx \frac{n!n!}{(2 n)!(2 n+1)!} z^{2 n} . \tag{21}
\end{equation*}
$$

Therefore, for each value of $n$, the poles can be chosen as the zeros of the polynomial $L_{n}^{(-2 n-1)}(i z)$ and its conjugate plus $z=0$, i.e.,

$$
\mathcal{E}_{n}=\left\{\zeta \in \mathbb{C}: L_{n}^{(-2 n-1)}(i \zeta)=0 \vee L_{n}^{(-2 n-1)}(-i \zeta)=0\right\} \cup\{0\}
$$

We compare in Figure 1 the rational approximation in (20) with the one obtained determining in a symbolic way the Padé expansion of the sinc function (see Appendix A) and observe a good agreement of the two approximations.


Fig. 1: Absolute error for the approximation (20) and for the [10/10]-Padé approximation of the sinc function computed numerically in the $[-17,17] \times[-17 i, 17 i]$ region. The color-map is $\log _{10}$-scale and the bold black dots represent the poles in the two cases; for the approximation (20) the pole in 0 is denoted in white to make it visible against its surrounding.

### 4.1.2 Padé approximants for ${ }_{1} F_{1}(1 ; 2 ; \cdot)$

Following the results given by Luke in [12, Section 3] and again the higher order term that can be obtained from [13, Lemma 2], we can easily obtain the $[n / n]$-Padé approximant to the function ${ }_{1} F_{1}(1 ; 2 ;-x)$. Thus, we write

$$
\begin{equation*}
{ }_{1} F_{1}(1 ; 2 ;-x)=\frac{\mathcal{A}_{n}(x)}{\mathcal{B}_{n}(x)}+R_{n}(x), \tag{22}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{B}_{n}(x)= & x^{n} \frac{\Gamma(n+2)}{\Gamma(2 n+2)} 2^{2} F_{0}\left(-n, n+2 ; ;-x^{-1}\right)  \tag{23}\\
R_{n}(x)= & (-1)^{n+1}\left(\frac{n!}{\sqrt{2}(2 n+1)!}\right)^{2} x^{2 n+1}+ \\
& (-1)^{n+1} \frac{n+1}{2 n+3}\left(\frac{n!}{\sqrt{2}(2 n+1)!}\right)^{2} x^{2 n+2}+\mathcal{O}\left(x^{2 n+3}\right) \tag{24}
\end{align*}
$$

Note that we have deliberately omitted the explicit form of the polynomial $\mathcal{A}_{n}(x)$ as it is useless for our analysis. Since we are interested in understanding which are the zeros of the denominator of this $[n / n]$-Padé approximant, we now focus on $\mathcal{B}_{n}(x)$. By virtue of the fact that (see [11, eq. (3) p. 257])

$$
{ }_{2} F_{0}\left(-n, n+2 ; ;-x^{-1}\right)=x^{-n} \Psi(-n,-2 n-1, x)
$$

we can write

$$
\mathcal{B}_{n}(x)=\frac{\Gamma(n+2)}{\Gamma(2 n+2)} \Psi(-n,-2 n-1, x) .
$$

Using [11, eq. (7) p. 257] we find

$$
\Psi(-n,-2 n-1, x)=\frac{\Gamma(2 n+2)}{\Gamma(n+2)} 1 F_{1}(-n ;-2 n-1 ; x) .
$$

Consequently,

$$
\mathcal{B}_{n}(x)={ }_{1} F_{1}(-n ;-2 n-1 ; x) .
$$

Taking into account the formula (19) we have

$$
\mathcal{B}_{n}(x)=\binom{-n-2}{n}^{-1} L_{n}^{(-2 n-2)}(x)
$$

Finally, noting that

$$
\binom{-n-2}{n}=(-1)^{n}\binom{2 n+1}{n}
$$

it is immediate to get

$$
\mathcal{B}_{n}(x)=(-1)^{n}\binom{2 n+1}{n}^{-1} L_{n}^{(-2 n-2)}(x)
$$

Therefore, the above equation together with (22) and (24) leads to the following rational approximation (see (15))

$$
\begin{equation*}
\operatorname{sinc} z=(-1)^{n}\binom{2 n+1}{n} \frac{\mathcal{A}_{n}(2 i z)}{L_{n}^{(-2 n-2)}(2 i z)} e^{i z}+\hat{R}_{n}(z) \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{R}_{n}(z) \triangleq R_{n}(2 i z) e^{i z} \approx-i\left(\frac{2^{n} n!}{(2 n+1)!}\right)^{2} z^{2 n+1} e^{i z} \tag{26}
\end{equation*}
$$

Given this rational approximation, the poles can then be chosen as the zeros of the polynomials $L_{n}^{(-2 n-2)}(2 i z)$ for different values of $n$, i.e., the set

$$
\mathcal{L}_{n}=\left\{\zeta \in \mathbb{C}: L_{n}^{(-2 n-2)}(2 i \zeta)=0\right\} .
$$

In Figure 2 we compare the rational approximation in (25) with the one obtained determining in a symbolic way the Padé expansion of the sinc function; we observe a good agreement between the two. Nevertheless, we discover a lack of symmetry of the poles obtained from the expansion (25), symmetry that should be inherited from the


Fig. 2: Absolute error for the approximation (25) and for the [10/10]-Padé approximation of the sinc function computed numerically in the $[-17,17] \times[-17 i, 17 i]$ region. The color-map is $\log _{10}$-scale and the bold black dots represent the poles.
parity of the sinc function. This does not happen when rewriting the sinc function as in (16). Indeed, a repeated application of (22)-(24) leads to

$$
\begin{equation*}
\operatorname{sinc} z=\frac{(-1)^{n}}{2}\binom{2 n+1}{n} \frac{\mathcal{A}_{n}(i z) L_{n}^{(-2 n-2)}(-i z)+\mathcal{A}_{n}(-i z) L_{n}^{(-2 n-2)}(i z)}{L_{n}^{(-2 n-2)}(i z) L_{n}^{(-2 n-2)}(-i z)}+\tilde{R}_{n}(z) \tag{27}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{R}_{n}(z)=-\frac{((n+1)!)^{2}}{(2 n+1)!(2 n+3)!} z^{2 n+2}+\mathcal{O}\left(z^{2 n+3}\right) \tag{28}
\end{equation*}
$$

This suggests considering as poles the set

$$
\overline{\mathcal{L}}_{n}=\left\{\zeta \in \mathbb{C}: L_{n}^{(-2 n-2)}(i \zeta)=0 \vee L_{n}^{(-2 n-2)}(-i \zeta)=0\right\}
$$

A depiction of the scalar bounds for these rational approximations can be found in Appendix B.

We conclude this section by applying the previous analysis to the matrix case and summarizing it in the following result.
Proposition 2. Let $A$ be a symmetric and positive semi-definite matrix and $L_{n}^{(\alpha)}(x)$ the generalized Laguerre polynomial of degree $n$ defined in (19). Then, the following rational approximations to the sinc matrix function can be derived:
(i) using the Padé approximant to the exponential function and setting

$$
P_{n}(A):=\left(L_{n}^{(-2 n-1)}(i A)\right)^{-1} L_{n}^{(-2 n-1)}(-i A)
$$

from (20) we have

$$
\operatorname{sinc}(A) \approx-\frac{1}{2 i} A^{-1}\left[P_{n}(A)-\left(P_{n}(A)\right)^{-1}\right]:=E_{n}(A)
$$

with the following bound for the error:

$$
\begin{equation*}
\left\|\operatorname{sinc}(A)-E_{n}(A)\right\| \leq 2\left\|(2 n+1)\left(\frac{n!}{(2 n+1)!}\right)^{2} z^{2 n}\right\|_{\Sigma} \tag{29}
\end{equation*}
$$

(ii) using the Padé approximant for ${ }_{1} F_{1}(1 ; 2 ;-2 i z)$, from (25) we have

$$
\operatorname{sinc}(A) \approx(-1)^{n}\binom{2 n+1}{n} \mathcal{A}_{n}(2 i A)\left(L_{n}^{(-2 n-2)}(2 i A)\right)^{-1} e^{i A}:=F_{n}(A)
$$

with the following bound for the error:

$$
\begin{equation*}
\left\|\operatorname{sinc}(A)-F_{n}(A)\right\| \leq 2\left\|2^{2 n}\left(\frac{n!}{(2 n+1)!}\right)^{2} z^{2 n+1}\right\|_{\Sigma} \tag{30}
\end{equation*}
$$

For the symmetrized version from (27) we call $\tilde{F}_{n}(A)$ the evaluation of the approximation in A thus obtaining

$$
\left\|\operatorname{sinc}(A)-\tilde{F}_{n}(A)\right\| \leq 2\left\|\frac{n+1}{4 n+6}\left(\frac{n!}{(2 n+1)!}\right)^{2} z^{2 n+2}\right\|_{\Sigma}
$$

Proof. From Theorem 1, the bounds are essentially the scalar bounds in the equations (21) for (20), (26) for (25), and (28) for (27) respectively, a part from a multiplicative factor $2 C=2$ due to $A$ being symmetric.

It should be noted that, given the simplicity of computing the numerators and denominators of the rational approximations discussed here, it is also feasible to use them directly for the computation of the product $\operatorname{sinc}(A) \mathbf{v}$. This costs the same number of solutions of linear systems with shifted coefficient matrix as the case of the rational Krylov method, however with the same right-hand term and - in principle the possibility of solving them simultaneously.

### 4.2 Exponential sums from the inverse Fourier transform

We recall that the Fourier transform of the $\operatorname{sinc}(r)$ function can be expressed as

$$
\mathcal{F}\{\operatorname{sinc}(r)\}(k)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \operatorname{sinc}(r) e^{i r k} \mathrm{~d} r=\frac{1}{2} \sqrt{\frac{\pi}{2}}(\operatorname{sgn}(1-k)+\operatorname{sgn}(1+k))
$$

where

$$
\operatorname{sgn}(r)=\left\{\begin{array}{rl}
+1, & r>0, \\
0, & r=0, \\
-1, & r<0,
\end{array} .\right.
$$

Thus we can approximate $\operatorname{sinc}(A) \mathbf{v}$ by approximating the integral of the inverse Fourier transform

$$
\operatorname{sinc}(A) \mathbf{v}=\frac{1}{2} \int_{-1}^{1} \exp (-i k A) \mathbf{v} \mathrm{d} k
$$

if we then call $\left\{\omega_{p}, \ell_{p}\right\}_{p=1}^{\nu}$ the Gauss-Legendre quadrature points in the interval $[-1,1]$ we can approximate it as the exponential sum

$$
\begin{equation*}
\operatorname{sinc}(A) \mathbf{v} \approx \frac{1}{2} \sum_{p=1}^{\nu} \omega_{p} \exp \left(-i \ell_{p} A\right) \mathbf{v} \tag{31}
\end{equation*}
$$

Another reasonable way to approximate this integral would be to use instead the Clenshaw-Curtis quadrature formula; this choice often obtains results comparable to that of Gauss-Legendre, as discussed in [16]. In the present case, numerical tests have shown us a better convergence behavior for the Gauss formula. In particular, for the latter we can show the following error bound.
Proposition 3. The error for the approximation based on (31) for $A$ symmetric and positive semi-definite is bounded by

$$
\left\|\operatorname{sinc}(A)-\frac{1}{2} \sum_{p=1}^{\nu} \omega_{p} \exp \left(-i \ell_{p} A\right)\right\| \leq \frac{\pi}{(2 \nu)!}\left(\frac{\rho(A)}{2}\right)^{2 \nu},
$$

for $\rho(A)$ the spectral radius of $A$.
Proof. Since $\exp (-i z k)$ has $2 \nu$ continuous derivative in $[-1,1]$, the error of the integral approximation can be expressed as [17, Chap. 5, Page 146]

$$
Q_{\nu}=\frac{2^{2 \nu+1}(\nu!)^{4}}{(2 \nu+1)((2 \nu)!)^{3}} \max _{k \in[-1,1]}\left|\frac{d^{2 \nu}}{d k^{2 \nu}} \exp (-i k z)\right|,
$$

that is

$$
Q_{\nu} \leq \frac{2^{2 \nu+1}(\nu!)^{4}}{(2 \nu+1)((2 \nu)!)^{3}}|z|^{2 \nu}
$$

and the statement follows from

$$
\lim _{\nu \rightarrow+\infty} \frac{2^{4 \nu+1}(\nu!)^{4}}{(2 \nu)!(2 \nu+1)!}=\pi .
$$

To compute the sum (31) we have to compute $\nu$ matrix-exponential times vector products. The situation is analogous to the one encountered in exponential integrators
for first-order differential equations (2). To this end we can employ the rational approximation to the exponential function discussed in Section 4.1.1 to generate poles for computing the rational Krylov subspace $\mathcal{Q}_{k}(-A, \mathbf{v})$ (see again the discussion in Section 3), and then approximate the exponential sum (31) as

$$
\operatorname{sinc}(A) \mathbf{v} \approx \frac{1}{2} \sum_{p=1}^{\nu} \omega_{p} V_{k} \exp \left(i \ell_{p} A_{k}\right) V_{k}^{T} \mathbf{v}, \quad A_{k}=-V_{k}^{T} A V_{k}
$$

that can be easily adapted to the computation of (9) by discharging the computation of the square roots on the projected matrix $A_{k}$.
Remark 3. Other viable approaches for performing the computation of the matrixexponential vector products in (31) could be the polynomial strategy discussed in [18] that combines the usage of scaling-and-squaring techniques together with a Taylor expansion of the exponential function, or the rational expansion using the Carathéodory-Fejér approximation in [19]. Nevertheless, since we need to approximate the matrix-vector product with respect to the functions in (9) the polynomial approach would require dealing with the $\sqrt{A}$. On the other hand, the Carathéodory-Fejér rational approximation is designed to be uniformly optimal on negative real axis, while we need it on the imaginary one. This implies that to have sufficient accuracy, we may have to use a large number of poles to widen the region of fast convergence in the complex plane. Both alternatives are implemented in the code distributed with the paper as discussed in Section 6.

The proposed method can be used directly for the computation of the $\sigma(z)$ function in (9) for the initial velocity in (6), on the other hand, a slightly adapted version is needed for the computation of the function $\psi(z)$ in (9) since we need to compute the matrix-vector product with respect to the square of the sinc function. This can be done again by inverting the related Fourier transform, in fact:

$$
\mathcal{F}\left\{\operatorname{sinc}^{2}(r)\right\}(k)=\frac{1}{4} \sqrt{\frac{\pi}{2}}((k-2) \operatorname{sgn}(k-2)-2 k \operatorname{sgn}(k)+(k+2) \operatorname{sgn}(k+2)),
$$

and thus

$$
\begin{aligned}
\operatorname{sinc}^{2}(A) \mathbf{v} & =\frac{1}{8}\left[\int_{-2}^{0}(2 k+4) \exp (-i k A) \mathrm{d} k+\int_{0}^{2}(4-2 k) \exp (-i k A) \mathrm{d} k\right] \mathbf{v} \\
& =\frac{1}{8} \int_{-2}^{0}(2 k+4)(\exp (-i k A) \mathbf{v}+\exp (i k A) \mathbf{v}) \mathrm{d} k
\end{aligned}
$$

By the same procedure, this integral can be approximated combining the GaussLegendre quadrature points in the interval $[-2,0]$ with the rational Krylov method
based on the Padé poles for the exponential, thus obtaining

$$
\begin{aligned}
\operatorname{sinc}^{2}(A) \mathbf{v} \approx & \frac{1}{8} V_{k}\left(\sum_{p=1}^{\nu} \omega_{p}^{\prime \prime}\left(2 \ell_{p}^{\prime \prime}+4\right) \exp \left(i \ell_{p}^{\prime \prime} A_{k}\right)\left(V_{k}^{T} \mathbf{v}\right)\right. \\
& \left.+\sum_{p=1}^{\nu} \omega_{p}^{\prime \prime}\left(2 \ell_{\nu-p+1}^{\prime \prime}+4\right) \exp \left(-i \ell_{p}^{\prime \prime} A_{k}\right)\left(V_{k}^{T} \mathbf{v}\right)\right)
\end{aligned}
$$

for $A_{k}=-V_{k}^{T} A V_{k}$, and $V_{k}$ a matrix whose columns span the rational Krylov subspace for $A$ and $\mathbf{v}$ with respect to the rational approximation to the exponential function discussed in Section 4.1.1. Note that to write the previous one we have also exploited the symmetry properties of the Gauss-Legendre weights and nodes, i.e., that the nodes and weights $\left\{\omega_{p}^{\prime}, \ell_{p}^{\prime}\right\}_{p=1}^{\nu}$ in $[0,2]$ are such that $\omega_{p}^{\prime}=\omega_{p}^{\prime \prime}$ and $\ell_{p}^{\prime}=-\ell_{\nu-p+1}^{\prime \prime}$, where $\left\{\omega_{p}^{\prime \prime}, \ell_{p}^{\prime \prime}\right\}_{p=1}^{\nu}$ are the Gauss-Legendre weights and nodes on the interval $[-2,0]$.

## 5 A method of lines for the linear wave equation

Let us consider the acoustic wave equation

$$
\begin{cases}u_{t t}-\Delta u=f, & \text { in } \Omega \times(0, T]  \tag{32}\\ u(\mathbf{x}, 0)=u_{0}(\mathbf{x}), & \mathbf{x} \in \Omega \\ u_{t}(\mathbf{x}, 0)=v_{0}(\mathbf{x}), & \mathbf{x} \in \Omega \\ u=g_{D}, & \text { on } \Gamma_{D} \times[0, T] \\ \nabla u \cdot \hat{\mathbf{n}}=g_{N}, & \text { on } \Gamma_{N} \times[0, T]\end{cases}
$$

with $T>0, \Omega \subset \mathbb{R}^{d}, d=2,3$, an open bounded domain with Lipschitz continuous boundary $\partial \Omega=\Gamma_{D} \cup \Gamma_{N}, \Gamma_{D} \cap \Gamma_{N}=\emptyset$, and normal vector $\hat{\mathbf{n}}$. To arrive at a system of second-order differential equations of the form (1) we apply a space semi-discretization using a Finite Element Method (FEM). Let $H \triangleq \mathbb{L}^{2}(\Omega)$ be the space square integrable function for which we denote the scalar product as $\langle\cdot, \cdot\rangle$, and the corresponding norm $\|\cdot\|_{H}$, then we denote by

$$
\begin{aligned}
\mathbb{H}^{1}(\Omega) & =\left\{v \in H: \partial v / \partial x_{i} \in H, i=1, \ldots, d\right\}, \\
\mathbb{H}_{\Gamma_{D}}^{1}(\Omega) & =\left\{v \in \mathbb{H}^{1}(\Omega): v=0 \text { on } \Gamma_{D}\right\} \triangleq V,
\end{aligned}
$$

together with its dual $\mathbb{H}_{\Gamma_{D}}^{-1}(\Omega) \triangleq V^{*}$. The semi-discrete weak formulation of (32) can therefore be expressed as

$$
\begin{align*}
\left\langle u_{t t}(\cdot, t), w\right\rangle+a(u(\cdot, t), w)= & \langle f(\cdot, t), w\rangle+\left\langle g_{N}, w\right\rangle, \\
& \forall u(\cdot, 0), w\rangle=\left\langle u_{0}, w\right\rangle,  \tag{33}\\
& \left.\forall u_{t}(\cdot, 0), w\right\rangle=\left\langle v_{0}, w\right\rangle, \\
& \forall w \in H
\end{align*}
$$

with

$$
a(u, w)=\int_{\Omega} \nabla u \cdot \nabla w \mathrm{~d} \mathbf{x}, \quad \forall u, w \in V
$$

where we use the space-time function spaces

$$
\mathbb{L}^{2}(0, T ; X)=\left\{\phi:(0, T) \rightarrow X \text { s.t. } \int_{0}^{T}\|\phi(t)\|_{X}^{2} \mathrm{~d} t<\infty\right\}
$$

in which we consider any $\phi(t) \triangleq \phi(\cdot, t)$ a function of the space variable only for fixed values of $t$, thus having

$$
\begin{aligned}
u_{t t} & \in \mathbb{L}^{2}\left(0, T ; V^{*}\right), \\
u_{t} & \in \mathbb{L}^{2}(0, T ; H) \cap \mathcal{C}([0, T] ; V) \triangleq \mathcal{H} \cap \mathcal{C}([0, T] ; V), \\
u & \in\left\{v \in \mathbb{L}^{2}(0, T ; V): v_{t} \in \mathcal{H}\right\} \cap \mathcal{C}([0, T] ; V) \triangleq \mathcal{V} \cap \mathcal{C}([0, T] ; V)
\end{aligned}
$$

We must now fix the spaces of discrete approximation to obtain (1) as a Galerkin approximation of the variational formulation (33).

### 5.1 FEM approximation spaces

For a set $\Omega \subseteq \mathbb{R}^{2}$ we consider a triangulation $\mathcal{T}_{h}$ with maximum mesh edge length $h$ of the domain $\Omega$ and the space of linear finite elements, i.e., the space of piecewise linear continuous finite element, for which we recall that the degrees of freedom (DoFs) needed to uniquely identify a function in $\mathcal{V}_{h}$ are its values at the vertices, see Figure 3,

$$
\mathcal{V}_{h}=\left\{v \in \mathbb{H}^{1}(\Omega): \forall \kappa \in \mathcal{T}_{h},\left.v\right|_{\kappa} \in \mathbb{P}^{1}[\mathbf{x}]\right\}=\operatorname{Span}\left\{\phi_{j}(\mathbf{x})\right\}_{j=1}^{N_{\text {DoFs }}} \subseteq \mathcal{V} \cap \mathcal{C}([0, T] ; V)
$$



Fig. 3: Basis functions for the piecewise linear continuous finite elements.

The discrete version of (33) can then be written in $\mathcal{V}_{h}$ as

$$
M \mathbf{u}^{\prime \prime}(t)+K \mathbf{u}(t)=\mathbf{F}(t)+\mathbf{G}(t)
$$

with

$$
(M)_{i, j}=\int_{\Omega} \phi_{i} \phi_{j} \mathrm{~d} \mathbf{x}, \quad(K)_{i, j}=\int_{\Omega} \nabla \phi_{i} \cdot \nabla \phi_{j} \mathrm{~d} \mathbf{x}
$$

and

$$
(\mathbf{F}(t))_{i}=\int_{\Omega} f(\mathbf{x}, t) \phi_{i} \mathrm{~d} \mathbf{x}, \quad(\mathbf{G}(t))_{i}=\int_{\Omega} g_{N}(\mathbf{x}, t) \phi_{i} \mathrm{~d} \mathbf{x}
$$

To impose Dirichlet boundary conditions we use the so-called null-space technique, that is, we eliminates Dirichlet conditions from the problem by operating on the matrix. We build a matrix $Z$ spanning the null-space of the columns of the matrix representing the Dirichlet condition equations, i.e., we restrict the matrices as

$$
M_{c}=Z^{T} M Z, \quad K_{c}=Z^{T} K Z, \quad \mathbf{F}_{c}(t)=Z^{T}\left(\mathbf{F}(t)+\mathbf{G}(t)-K \mathbf{g}_{D}\right)
$$

where $\mathbf{g}_{D}$ is the function evaluating the Dirichlet boundary conditions at time $t$ on the relevant degree of freedoms and taking value zero elsewhere. We can now rewrite the scheme (8) for this specific case using these matrix expressions.

## 6 Numerical experiments

In the following three sections we first consider the different choices of poles for computing the sinc function of a matrix and the approach based on exponential sums; Section 6.1. Then we consider a synthetic example of a second-order differential equation of the type (1) to show how error analysis allows us to choose the number of poles we need to maintain the convergence order of the method (8); Section 6.2. Finally, we consider the application of the method to the solution of the discretized finite element version of the wave equation (32); Section 6.3. The code for reproducing the experiments is available in the GitHub repository github.com/Cirdans-Home/rationalsecondorder. All the numerical experiments have been run on a Linux laptop with an Intel ${ }^{\circledR}$ Core $^{\text {TM }}$ i7-8750H CPU at 2.20 GHz with 16 Gb of RAM using Matlab R2022a.

### 6.1 Benchmark of the pole selection

In this preliminary section we first compare the convergence of the rational Krylov method for the choices of poles discussed in Section 4. In Table 1 we report information on test matrices we are going use for the test. These are all discretizations of the

Table 1: Test matrices: Finite Difference discretization of the Laplacian, centered differences for the 1 D case, 5 -point stencil for the 2D case, and the linear Finite Element Method discussed in Section 5.1. $\lambda_{\text {min }}, \lambda_{\text {max }}$ are the smallest and largest eigenvalues respectively.

| $A:$ |  | Matrix name | Size | $\left[\lambda_{\min }, \lambda_{\max }\right]$ |
| :---: | :---: | :---: | :---: | :---: |
| Figure |  |  |  |  |
| 1D | FD Laplacian | 2048 | $\left[2.3 \times 10^{-6}, 4\right]$ | 4 a |
| 2D | FD Laplacian | 4096 | $[0.0047,7.9953]$ | 4 b |
| 2D | Linear FEM | 1028 | $[0.0253,5.9008]$ | 4 c |

Laplacian, as our goal is to deal with the discretization of the wave equation discussed in Section 5. For all the poles choices we compute the relative error

$$
\frac{\left\|\operatorname{sinc}(A) \mathbf{v}-V_{k} \operatorname{sinc}\left(V_{k}^{T} A V_{k}\right) V_{k}^{T} \mathbf{v}\right\|}{\|\operatorname{sinc}(A) \mathbf{v}\|}
$$

with $V_{k}$ the matrix whose column spans the relevant rational Krylov subspace $\mathcal{Q}_{k}(A, \mathbf{v})$, and the matrix-argument $\operatorname{sinc}(A)$ function computed in MATLAB as " $\operatorname{sinc}(A) \leftarrow$ $\mathrm{A} \backslash$ funm (A, @sin)". From Figure 4 we observe that the best results are given by poles obtained from the Padé diagonal approximant of sinc function here computed in a symbolic way; see Appendix A. Due to the parity of the function and by the fact that the diagonals approximant of odd order coincide with the previous even ones, we report only the even cases. The other satisfactory results are obtained with the poles $\mathcal{E}_{n}$ given by the expansion discussed in Section 4.1.1, which are the complex zeros of the non orthogonal Laguerre polynomials. Also observe that the choice of poles as in $\overline{\mathcal{L}}_{n}$,


Fig. 4: Relative error for the computation of $\operatorname{sinc}(A) \mathbf{v}$ with $A$ the matrices described in Table 1 and $\mathbf{v}$ a randomly generated vector. We test all the pole choices described in Section 4.
which preserve the symmetry in the approximation, slightly improves the convergence obtained using the poles of $\mathcal{L}_{n}$.

In the next set of experiments we compare the attained accuracy in terms of the relative error with the time needed to achieve it. In addition to rational Krylov-type approaches we consider also the exponential sums algorithm discussed in Section 4.2. To ensure that the strategy of approximating the matrix exponential within exponential sums does not reduce the overall accuracy we employ the cubic cost dense-matrix computation of the different exponential; this serves just as a sanity check of the overall procedure since it is indeed an expensive procedure. From the results in Figure 5 we


Fig. 5: Computation of the exponential sums (31) obtained using different approximations for the exponential, relative error versus time (s) graphs. To have a comparison with the results in Figure 4 we report in both pictures the results obtained with the [ $n / n]$-Padé approximation, and the rational Krylov methods with poles $\mathcal{E}_{n}$, and $\overline{\mathcal{L}}_{n}$. The number of poles for the $[k / k]$-Padé approximation of the exponential is $k=15$ for the 1D FD case and $k=20$ for the 2D FD and Linear FEM cases. The number of Gauss-Legendre quadrature nodes goes from $\nu=1, \ldots, 15$ in all the cases.
observe that all the approximation methods reach the same accuracy for a comparable number of nodes, and that the pure rational Krylov strategies are the most cost effective.

### 6.2 A synthetic example

In this section we consider a synthetic example of an equation of the form (1). In particular we consider as matrix $A=T_{N} T_{N}^{T}$ with $T_{N}$ the Rutishauser matrix, i.e., the Toeplitz matrix of size $N$ with eigenvalues in the complex plane which are approximately on the curve $2 \cos (2 \theta)+20 i \sin (\theta), \theta \in[0,2 \pi]$. As forcing term $f$ we consider the function $f(t)=\frac{1}{2} \sin (t)$. The initial conditions are given by the vector identical to one for the positions and by the null vector for the velocities. To have a reference solution, we use the MATLAB integrator ode15s with absolute and relative tolerances equal to $10^{-12}$ and $3 \times 10^{-14}$, respectively. With this set of experiments firstly we want to verify that the order of Gautschi's method is preserved, secondly that it is possible to use the error analysis we have done to properly choose the number of poles. In Figure 6a we observe that using the dense-matrix computation of the matrix functions, the method (8) obtains the desired order of convergence. From Figures 6 b and 6 c we observe a notable consequence of the reduction of the time integration step $h$. If we try to obtain an increase in accuracy by reducing $h$, then we produce a scaling of the spectrum of the matrix $A$. Namely the set $\Sigma$ on which compute the bounds shrinks and this makes the computation of the involved matrix function easier. In other words, we need a lower number of poles to achieve a higher precision via the reduction of the time step $h$. On the other hand, when we want to apply the method based on exponential sums in Figure 6d, we have a fixed cost per step which is given by the generation of the rational Krylov space for the approximation of the exponential matrix-vector products. The accuracy with which we make this product limits the final accuracy of the quadrature formula, so to maintain the second order we need a number of poles, and therefore of linear system solutions, higher than the other two cases in which the errors combine more favorably. For all strategies the error analysis allows to maintain the order 2 of the method.

To have a comparison, we consider the exponential integrator Adams-BashforthNørsett scheme of stiff order 2 from [20]. This method uses a direct computation of the involved $\varphi$ functions, thus we compare it against our implementation that also uses the direct computation. To enhance the difference with respect to the cost, i.e., having to compute a matrix function of a matrix of double the size, we consider the same test problem but with $N=100$. From the results in Table 2 we observe that for a comparable error, having to compute smaller-dimensional matrix functions has the advantage in terms of expected time.

### 6.3 Solution of the linear wave equation

Let us now test the different strategies implemented for the computation of the sinc function to compute the matrix-vector products using the matrix functions from (9) in the scheme (8). We consider the wave equation (32) on the domain and triangular mesh depicted in the first two panels of Figure 7. We construct a problem in which the boundary conditions are homogeneous Dirichlet conditions on the whole boundary, i.e.,


Fig. 6: Relative 2-norm error at final time $T=1$, for matrix size $N=20$. We use the bounds from Proposition 2 to determine the number of poles we need to achieve a given tolerance. The $\|\cdot\|_{\Sigma}$ norm is estimated by evaluating the $\|\cdot\|_{\infty}$ bound on an equally spaced grid of the interval $\left[0, h^{2} \lambda_{\max }(A)\right]=\left[0, h^{2} 1.2138 \mathrm{e}+03\right]$.

|  | Gautschi |  | Adams-Bashforth-Nørsett |  |
| ---: | :--- | :--- | :--- | :--- |
| $h$ | $\mathrm{~T}(\mathrm{~s})$ | Rel. Err. | T (s) | Rel. Err. |
| $1.0 \mathrm{e}-01$ | $4.44 \mathrm{e}-02$ | $1.12 \mathrm{e}-04$ | $5.49 \mathrm{e}-01$ | $3.76 \mathrm{e}-05$ |
| $1.0 \mathrm{e}-02$ | $3.04 \mathrm{e}-02$ | $1.12 \mathrm{e}-06$ | $2.66 \mathrm{e}-01$ | $4.69 \mathrm{e}-07$ |
| $1.0 \mathrm{e}-03$ | $1.42 \mathrm{e}-02$ | $4.71 \mathrm{e}-09$ | $2.85 \mathrm{e}-01$ | $4.80 \mathrm{e}-09$ |
| $1.0 \mathrm{e}-04$ | $4.39 \mathrm{e}-01$ | $6.18 \mathrm{e}-10$ | $1.58 \mathrm{e}+00$ | $2.35 \mathrm{e}-10$ |

Table 2: Comparison in terms of elapsed time and two-norm relative error of the Gautschi integrator and the Adams-Bashforth-Nørsett scheme of stiff order 2 from [20].


Fig. 7: From left to right, we have the domain, the triangular mesh for the solution of the wave equation (32), the mass and stiffness matrix for the $\mathbb{P}^{1}$-element on the associated triangulation.
$\Gamma_{N}=\emptyset$. The initial data for the positions $\mathbf{x}=(x, y)$ is given by a perturbation of the shape

$$
u_{0}(x, y)=0.8 \exp \left(-(x+0.3)^{2} / 0.06-(y+0.3)^{2} / 0.06\right)
$$

and a zero initial velocity, i.e., $v_{0}(x, y)=0$. Since we simply want to test the robustness of the routines for computing the different matrix functions, we also set the forcing term equal to zero. From the errors reported in Figure 8 it can be observed that also in


Fig. 8: Pointwise absolute error ( $\log _{10}$-scale) computed against the solution generated with MATLAB's solvepde command at $T=1$ with $h=10^{-2}$ with respect to time, and linear FEM with largest element size of $h_{\max }=0.03$ in the generateMesh program. We used four poles both for the $\mathcal{E}_{n}$ and $\overline{\mathcal{L}}_{n}$. The exponential sum case has been computed with 6 poles for the rational approximation of the exponential and 12 terms in the sum.
this case all the methods are capable of obtaining the same result as the direct method for a suitable (and limited) choice of the number of poles.

## 7 Conclusion

We have analyzed several strategies for the computation of matrix functions that appear in Gautschi-type trigonometric integrators for second-order differential equations. The analysis includes bounds to determine the number of poles of the rational approaches needed to achieve a specified accuracy. Future developments of the techniques discussed here concern the use of algorithms for the approximate solution of linear systems within rational Krylov spaces; and the possible application of the rational-Krylov methods with respect to the poles we have discussed here directly to exponential integrators for first-order systems. Furthermore, having observed the correlation between convergence
rate of the method for the matrix function, amplitude of the time discretization step and global error, one should investigate the adaptive choice of the integration step and the relative adaptive choice of the number of poles to be used in the underlying rational approximation. Along the same lines, the possibility of also considering a space adaptive FEM discretization could further improve the compromise between accuracy and execution speed of the method.
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## Appendix A Denominators of Padé diagonal approximations

Table A1 shows the denominators of the Padé expansions of the $\operatorname{sinc}(r)$ function for even degrees from 2 to 10 calculated in closed form with Mathematica (v. 12.2.0) and the PadeApproximant function:
Table[CoefficientList [Denominator [PadeApproximant [Sinc [x], $\{x, 0, n\}]], x],\{n, 2,10,2\}]$

Table A1: Coefficients in the monomial basis (ascending order) of the denominators of the diagonal Padé approximations for the $\operatorname{sinc}(r)$ function for the degree $n=2 m, m=1, \ldots, 5$.

```
\(n \mid[n / n]\)-Padé denominators coefficients
    \(\left\{1,0, \frac{1}{20}\right\}\)
    \(\left\{1,0, \frac{13}{396}, 0, \frac{5}{11088}\right\}\)
    \(\left\{1,0, \frac{1671}{69212}, 0, \frac{97}{351384}, 0, \frac{2623}{1644477120}\right\}\)
    \(\left\{1,0, \frac{2290747}{120289892}, 0, \frac{1281433}{7217393520}, 0, \frac{560401}{562956694560}, 0, \frac{1029037}{346781323848960}\right\}\)
    \(\left\{1,0, \frac{34046903537}{2167379498676}, 0, \frac{1679739379}{13726736824948}, 0\right.\),
    \(\left.\frac{101555058991}{68015258737363520}, 0, \frac{3924840709}{2016183104848362240}, 0, \frac{37291724011}{11008359752472057830400}\right\}\)
```

We stress that there exist a closed form expression of the diagonal Pade approximation of the sinc function that can be found in [10, p. 367] but involves computing determinants of matrices whose entries are binomial coefficients.

Computing the poles, i.e., the zeros, of such polynomials can be a delicate task. As the degree increases, the difference in absolute value of the largest and smallest coefficient drops below the machine precision. Where in general there are ad-hoc algorithms to deal with the computation of the zeros of polynomials that are difficult to represent, we resorted here in exploiting the symbolic functionalities of Mathematica to obtain a tabulation to machine precision of the poles up to degree 20. The values are available in the Git repository; see Section 6.

## Appendix B Depiction of the scalar bounds

We report here a depiction of the scalar bounds for the approximations (20) and (27) on the real line. As shown in the Figure B1 there is an excellent correspondence


Fig. B1: Comparison of the theoretical bounds and the computed errors on the interval $[0,6]$ for the two rational approximation based on the Pade approximation of the exponential (B1a) and the hypergeometric function (B1b) discussed respectively in Sections 4.1.1 and 4.1.2.
between the theoretical bounds (21) and (26) and the absolute error calculated with 16 significant figures. Furthermore, the results are also in good agreement with the behavior depicted in Figure 4 with respect to the choice of poles for a given matrix $A$. Specifically, they confirm the behavior according to which the poles obtained by the exponential expansion return a better convergence than those obtained by the expansion based on the hypergeometric function.
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