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ABSTRACT

Epstein-Barr virus (EBV), a herpes virus also termed
HHV 4 and the first identified human tumor virus,
establishes a stable, long-term latent infection in hu-
man B cells, its preferred host. Upon induction of
EBV’s lytic phase, the latently infected cells turn into
a virus factory, a process that is governed by EBV.
In the lytic, productive phase, all herpes viruses en-
sure the efficient induction of all lytic viral genes to
produce progeny, but certain of these genes also re-
press the ensuing antiviral responses of the virally
infected host cells, regulate their apoptotic death
or control the cellular transcriptome. We now find
that EBV causes previously unknown massive and
global alterations in the chromatin of its host cell
upon induction of the viral lytic phase and prior to
the onset of viral DNA replication. The viral initia-
tor protein of the lytic cycle, BZLF1, binds to >105

binding sites with different sequence motifs in cel-
lular chromatin in a concentration dependent man-
ner implementing a binary molar switch probably to
prevent noise-induced erroneous induction of EBV’s
lytic phase. Concomitant with DNA binding of BZLF1,
silent chromatin opens locally as shown by ATAC-
seq experiments, while previously wide-open cellular
chromatin becomes inaccessible on a global scale
within hours. While viral transcripts increase drasti-
cally, the induction of the lytic phase results in a mas-

sive reduction of cellular transcripts and a loss of
chromatin-chromatin interactions of cellular promot-
ers with their distal regulatory elements as shown
in Capture-C experiments. Our data document that
EBV’s lytic cycle induces discrete early processes
that disrupt the architecture of host cellular chro-
matin and repress the cellular epigenome and tran-
scriptome likely supporting the efficient de novo syn-
thesis of this herpes virus.

INTRODUCTION

Viruses exploit their hosts at the cellular or organismic level
to support viral propagation and spread. Towards this end,
they also manipulate the infected cellular host with their
own toolkit to suppress various antiviral defense mecha-
nisms. For example, viruses can inhibit several levels of in-
terferon responses (1 and references therein), counteract
cellular cytidine deaminases with potent antiviral activities
(2), reduce cellular immunity with viral micro RNAs (3), or
even mimic histone tails to interfere with antiviral responses
of the infected cells (4).

The manipulation of the host’s antiviral programs is es-
pecially important for herpes viruses. Commonly, they turn
the infected cell into a virus factory, but they can also ini-
tiate their temporal coexistence in certain cells to establish
long-lasting, non-productive, latent infections. During la-
tency, the herpesviral, genomic DNA acquires a genuine
cellular and highly repressive chromatin signature, which
blocks transcription of most viral genes. Herpes viruses can
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escape from the latent phase and reactivate virus produc-
tion. In this step, herpes viruses instruct their cellular host to
remove the repressive epigenetic signature from viral chro-
matin to allow and activate massive viral transcription of all
lytic viral genes within hours. During lytic reactivation, the
host cell must also be manipulated to provide chemical en-
ergy, macro-molecules, and nuclear space for the so-called
viral replication compartments (5,6) or amplification fac-
tories (7). Additionally, the cell’s transcription machinery
needs to be redirected to support an efficient virus de novo
transcription within a few hours after reactivation. Many
molecular details of these fundamental processes are un-
known.

A ubiquitous human herpes virus is Epstein-Barr virus
(EBV, HHV4), which infects ∼ 95 % of the human popula-
tion. B lymphocytes are the preferred target cells in which
EBV establishes a latent infection. EBV reactivates from
this latent state with the help of the viral BZLF1 protein,
which is expressed upon differentiation of EBV-infected
memory B cells to plasma cells (8), and induces the switch
from latency to EBV’s lytic phase (9,10). BZLF1, also called
EB1, ZEBRA, zta or Z, is known to act as an essential viral
transcription and replication factor (9–11). BZLF1 binds
two classes of DNA binding motifs (ZREs) in the viral
genome, one of which needs to be methylated to be bound
efficiently (12,13). These sites are termed meZREs or CpG-
ZREs and are mainly positioned in promoters of impor-
tant lytic viral genes (12,14). Upon initial infection during
EBV’s pre-latent phase (15), BZLF1 is transiently expressed
(14,16), but it does not bind its many viral meZREs because
the incoming viral DNA is free of methylated CpG dinu-
cleotides (17). As a consequence, the virus cannot activate
its lytic promoters in the pre-latent phase, but it rather initi-
ates its latent program, which leads to the restricted expres-
sion of the few latent viral genes only. CpG methylation of
viral DNA is a slow process in newly infected primary B
cells that takes several weeks to completion (18), but CpG
methylation further supports the epigenetic silencing of all
viral lytic genes (19). It is likely that EBV uses this strat-
egy to prevent the premature expression of its lytic genes in
newly infected cells, which would induce a massive antiviral
immune response of EBV-specific T cells and would readily
eliminate the virus-infected cells (20).

BZLF1 is a homo-dimeric bZIP transcription factor. Its
DNA binding domain shows a strong homology to the cel-
lular AP-1 protein family including the Jun, Fos, Fra, and
ATF subfamilies. AP-1 binding motifs and ZREs are re-
lated sequences of about seven nucleotides (21,22). Similar
to BZLF1, c-Jun/c-Fos hetero-dimers can also bind to and
regulate cellular genes via methylated DNA motifs, which
are related to meZRE motifs of BZLF1 (23). Collectively,
these findings suggest that BZLF1 may widely influence cel-
lular transcription since several hundred thousand motifs
of members of the AP-1 family are known in the genome
of mammalian cells (24), some of which are located in en-
hancers (25–29). AP-1 family members participate in reg-
ulating genes involved in cellular proliferation, differenti-
ation, and apoptosis (30–33) – pathways which EBV also
manipulates in its pre-latent, latent, and lytic phases.

Much is known about the impact of BZLF1 on the vi-
ral genome after induction of EBV’s lytic phase and the
ensuing alterations in viral chromatin (18,34), but if and
how herpes viruses in general – and EBV in particular –
manipulate the chromatin of the host cell during the early
hours of lytic, productive infection is not known in detail.
Therefore, we examined the global modification of the host
genome in the lytic, pre-replicative phase of EBV. We chose
the Raji cell line as our preferred model for one main reason.
In Raji cells, EBV’s latent phase is very tightly controlled
and, upon induction, the majority of the cells readily en-
ter EBV’s lytic phase. The lytic phase, however, is incom-
plete and does not support the amplification the viral DNA
because Raji cells carry a defective EBV genome (35–37).
Thus, Raji cells allow studying the very early modifications
in cellular chromatin in the pre-replicative phase, when the
cells transit from viral latency to lytic reactivation, but prior
to the formation of replication compartments or amplifica-
tion factories. In EBV-infected cells, the chromatin modifi-
cations become microscopically visible as early as 16–24 h
after lytic phase induction and are characterized by the lo-
cal accumulation of EBV DNA and the occlusion of cellu-
lar chromatin constituents such as histones (7). This report
by Chiu et al. also indicated that the nuclear architecture
of the lytic cycle-induced cells undergoes substantial mod-
ifications prior to the formation of the amplification facto-
ries, with nuclei showing an initial ‘honeycombed’ structure,
suggestive of an early reorganization of the cellular chro-
matin or nuclear 3D architecture.

BZLF1 and certain members of the cellular AP-1 tran-
scription factor family are structurally and functionally
similar. It seems therefore plausible that BZLF1 may take
part in manipulating the chromatin and transcriptome of
its cellular host during viral reactivation and the subsequent
lytic phase. Our focus was to detect global changes within
EBV’s host cell upon induction of the lytic cycle. There-
fore, we considered the possible role of BZLF1 in induc-
ing modifications with respect to the cell’s transcriptome,
chromatin accessibility, and chromatin-chromatin interac-
tions. To investigate these cellular processes when BZLF1
is expressed in the absence of other viral proteins, we also
included DG75 – an EBV-negative B cell line – in our
studies.

We discovered that the induction of BZLF1 induces
global alterations in the host cell transcriptome and chro-
matin within 6–15 h. We found (i) an up- and down-
regulation of cellular RNA causing considerable transcrip-
tional noise, (ii) a prevalent reduction or even collapse of
chromatin-chromatin interactions, concomitant with a gen-
eral reduction of open, accessible chromatin compared to
non-induced cells and (iii) a localized opening of chromatin
at the majority of about 105 cellular BZLF1 binding sites.
These changes were generally more pronounced in Raji cells
than in the EBV-negative DG75 cells. Only in EBV-positive
Raji cells we detected a global and impressive reduction
of cellular transcripts, indicative of the virus-induced host
shut-off. Together, these findings document that the host
cell is subject to global nuclear changes already in the pre-
replicative phase of the virus’ lytic cycle.
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MATERIALS AND METHODS

Eukaryotic cell lines

The cell lines B95-8 (EBV-positive) (38), DG75 (EBV-
negative) (39) and Raji (EBV-positive) (40) and their deriva-
tives were cultured in RPMI 1640 medium (Life Tech-
nologies) supplemented with 1 mM sodium pyruvate (Life
Technologies), 100 �g/ml streptomycin, 100 units/ml peni-
cillin (Life Technologies) and 8 % fetal bovine serum (FBS)
(Bio&Sell GmbH) in an atmosphere with 5 % CO2, 95 % hu-
midity at 37 ◦C. 1 (0,4) �g/ml puromycin (Invitrogen) was
added to Raji (DG75) cells to select for the maintenance of
oriP plasmids with two conditional doxycycline-inducible
BZLF1 alleles: iBZLF1 full-length (p4816) and iBZLF1
AD-truncated (p5694) encode the wild-type BZLF1 and the
activation domain (AD)-truncated alleles, respectively. On
average, the cells were kept at a density of 5×105 cells/ml.
HEK 293 cells (41) were kept at a confluency of ∼ 70 %.
HEK 293 cells that produce the EBV strain wt/B95.8 (2089)
upon induction were cultivated with 100 ng/ml hygromycin
as described (42). The 9G10 HEK293 cell line carries a re-
combinant EBV genome, which encodes puromycin resis-
tance, but lacks the gene encoding green fluorescent protein
(GFP). The cells were stably transduced with a retroviral
vector that encodes BZLF1 fused to the hormone binding
domain variant ERT2 of the human estrogen receptor. The
cells were cultivated in the presence of 1 �g/ml puromycin.

Plasmids

The doxycycline-inducible BZLF1-expressing plasmids
p4816 and p5694, which encode full-length iBZLF1 and the
activation domain (AD)-truncated iBZLF1 respectively, are
described in Woellmer et al. (18). The two plasmids also ex-
press the green fluorescent protein (GFP) upon doxycycline
addition (43). The BZLF1 plasmid p3928 expresses a trun-
cated BZLF1 (aa 149–245) with an amino-terminal tan-
dem step-tag as described (44). The retroviral vector plas-
mid termed p7087.1 encodes BZLF1:ERT2.

Quantitative BZLF1 expression analysis

BZLF1 protein was purified from HEK 293 cells transiently
transfected with the BZLF1-strep-tag expressing plasmid
p3928 for 48 h. Cells were lysed in RIPA buffer (1 % NP-
40, 0.1 % SDS, 0.5 % sodium deoxycholate, 150 mM NaCl,
50 mM Tris–HCl pH 8.0, 1× proteinase inhibitor cock-
tail (Roche)), incubated (20 min) and sheared on ice with
a Branson sonifier 250-D (10 s on/50 s off, 1 min, 20 %
amplitude). The lysates were centrifuged (15 min, 16 000 g,
4 ◦C) and the supernatants were purified with IBA Strep-
Tactin sepharose beads (IBA, 2-1201-002) on Poly-Prep
Chromatography Columns (731-1550, BioRad) with IBA’s
buffer’s W (washing) and E (elution). The concentration of
purified protein was determined by Coomassie staining of
14 % gels after SDS-PAGE with BSA standards obtained
from the Pierce BCA protein assay kit (23209, Thermo
Fisher Scientific). The purified BZLF1 protein was used as
a quantitative standard and reference for subsequent West-
ern blot analyses.

For BZLF1 expression level analysis 2.5 × 106 DG75,
B95-8 cells, non-induced Raji iBZLF1 cells or Raji iB-
ZLF1 cells induced for 6 h were lysed in RIPA buffer
and sheared with the BioRuptor (Diagenode) four times
(5 min, 30 on/off, high) in ice cold water. 5× Laemmli
loading buffer containing 15 % DTT (1 M) and 0.75 %
beta-mercaptoethanol were added to the lysates. Aliquots
of these lysates corresponding to different cell numbers were
loaded onto 14 % SDS-PAGE gels and analysed by Western
blot immune detection. BZLF1 was detected with the BZ1
antibody (45), which was used at a 1:50 dilution in combina-
tion with a secondary anti-mouse HRP antibody (1:10 000,
Cell Signaling #7076S). ECL Select (GE Healthcare) was
used for signal detection and bands were quantified with a
Fusion FX (VILBER) system. Calculation and visualisa-
tion of BZLF1 dimers was done with R (46).

Intracellular BZLF1 staining

For the intra-cellular staining of BZLF1 Fix & Perm perme-
abilisation Kit (Invitrogen) was used. 1×106 cells were cen-
trifuged (300 g, 10 min) and washed with 100 �l PBS. 100
�l of Kit reagent A were added (15 min, in the dark). Sam-
ples were washed with 2 ml wash buffer (PBS, 50 % FBS,
0.1 % NaN3) before 100 �l Kit reagent B was added. 1 �l
BZ1 antibody (45) coupled with Alexa647 was added before
vortexing (2 s) and incubation (20 min, RT, in the dark).
Samples were washed with 2 ml wash buffer and taken up
in 0.5 ml wash buffer afterwards for flow cell analysis (BD
Fortessa).

Virus titration

The 2089.2.22.7 version of HEK 293 cells stably transduced
with the maxi-EBV plasmid p2089 releases the EBV strain
wt/B95.8 (2089) upon BZLF1 expression (42). This cell line
was transfected with the inducible iBZLF1 expression plas-
mid p4816 and selected with 500 ng/ml puromycin (34).
4×105 HEK 293 2089 cells were induced with 25, 100 or 200
ng doxycycline/ml for three days or the cells were left non-
induced as a control. The supernatants were filtered through
a filter with a pore size of 1.2 �m and 25, 50 or 100 �l were
used to infect 105 parental Raji cells. GFP positive Raji cells
(Green Raji units) were identified via flow cell analysis as
described in detail (47). The virus concentrations were cal-
culated and visualised with R.

Analysis of cytoplasmic and nuclear BZLF1 signals and
plasma membrane-associated gp350 in the 9G10 HEK293
cell line upon tamoxifen induction

Sample preparation. Round 18 mm coverslips were trans-
ferred to individual wells of a 12-well cluster plate and incu-
bated with 80 % EtOH (5 min) for sterilization. After dry-
ing, the coverslips were coated with 1 ml of a 0.01 % poly-L-
lysine solution (diluted in H2O) for 5 min. Poly-L-lysine was
removed and the coverslips were washed twice with sterile
water and dried for 2 h.

2×105 9G10 cells were seeded onto a poly-L-lysine treated
coverslip in a single well of a 12-well cluster plate and incu-
bated for at least 8 h to allow cellular adherence. The cells
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were induced in 2 ml induction medium (D-MEM without
supplements) for 12 and 72 h with tamoxifen in the follow-
ing concentrations [nM]: 0, 5, 10, 20, 40, 80, 160, 320, 640,
1000.

Immunofluorescence analysis. The coverslips were washed
with 1 ml PBS prior to adding 500 �l fixation buffer (4 %
PFA in PBS; 20 min, RT). Cell were washed again with 1 ml
PBS, permeabilised with 500 �l 0.3 % Triton in PBS (RT, 20
min) and blocked twice in 500 �l 3 % BSA with 0.1 % Triton
in PBS (RT, 10 min). The coverslips were transferred onto
parafilm in a humidified chamber. Subsequently, a single
coverslip was covered with 150 �l staining buffer (PBS, 1 %
BSA, 0.1 % Triton) containing 0.5 �l anti-BZ1-Alexa 647,
anti-CD147-Alexa 488 (9G2), anti-gp350-Alexa 568 (6G4)
and 1 �l DAPI (10 mg/ml) and incubated (RT, 2 h, in the
dark). Coverslips were transferred to wells of 12-well clus-
ter plates containing 1 ml 1 % BSA, 0.1 % Triton in PBS.
Cells were washed 5 times with 1 ml 1 % BSA, 0.1 % Triton
and 3 times with 1 ml PBS. The coverslips were embedded in
Mowiol and sealed with nail polish after Mowiol hardened
over night.

Microscopy. Images were acquired on a Leica SP8 confo-
cal microscope with a Plan Apochromat 40× NA 1.3 oil
immersion objective. Laser power was adjusted to obtain
signal intensities within the dynamic range of the detector.
Typical settings were as follows: DAPI signal was acquired
with a 405 nm diode laser at 0.8 % on a photo-multiplier
with a detection window set to 410–475 nm and voltage gain
at 768 V and 0.1 % offset. Alexa 488 signal was acquired on
a Hybrid Detector with the white light laser set to 488 nm
at 2.5 %, a detection window of 494–562 nm and a time gate
of 0.3–6 ns. Alexa 568 signal was acquired on a Hybrid De-
tector with the white light laser set to 568 nm at 3.5 %, a
detection window of 573–641 nm and a time gate of 0.4–
6 ns. Alexa 647 signal was acquired on a Hybrid Detector
with the white light laser set to 647 nm at 1.0 %, a detection
window of 653–773 nm and a time gate of 0.5–6 ns. DAPI
and Alexa 647 channels were acquired simultaneously, the
other channels separately. We scanned images at 0.75 zoom
factor, 2048 × 2048 pixels, 400 Hz, at 2× line averaging and
in bi-directional scan mode, yielding an effective pixel size
of 189 nm. Depending on the number of cells per field of
view, 15–30 images were acquired per experimental condi-
tion, either in tile mode or individually.

Image processing and analysis. For downstream process-
ing, we wrote a custom Python script based on the bio-
formats library to extract individual channel images from
the Leica LIF image files to save them as individual TIFF
files. To identify nuclei, we used the image segmentation tool
StarDist (48) with the previously published neuronal net-
work to detect fluorescent cells. Centroids of StarDist la-
bels were found with the scikit-image (49) regionprops mod-
ule and used as seeds for RACE (50) segmentation of the
CD147 channel. We used a typical RACE pipeline for seed-
assisted segmentation with some adjustments: Median filter
was set to 2 pixels, Sigma of the Hessian filter to 2 pixels and
the Morphological Operations filter maximum radius set to
8 pixels.

Subsequently, we combined the cell segmentation result
and the output of the N-scale Morphological Watershed
filter with the StarDist nuclear label. We only considered
objects as nuclei if the area was larger than 500 px2 (cor-
responding to 17.8 micron2) and smaller than 15,000 px2

(corresponding to 535.8 micron2) to remove cell fragments,
speckles and dirt and/or wrongly classified larger objects,
respectively, from our analysis. Subsequently, we identified
matching cell-nuclei pairs by a global distance map that
excluded pairs of >100 px distance (>18.0 micron), fol-
lowed by individually testing whether a nucleus lies within
a cell region. Finally, from matching nuclei and cell objects,
we constructed masks to measure BZLF1 and gp350 in-
tensity parameters in the nucleus, cytoplasm or at the cell
border, the latter representing a dilated outline around the
cell object. Data were saved in csv format for further data
analysis.

Data analysis. Data processing and visualisation was con-
ducted in R. All samples were analysed separately regarding
replicate, tamoxifen concentration and time point. These
sets were size sampled to the smallest number of cells anal-
ysed from the four replicates to continue with an identi-
cal number of sampled cells per replicate. Subsequently, the
mean signal intensities were calculated based on the inten-
sity values of single cells regarding cytoplasm, nucleus and
membrane within each replicate. All non-induced samples
were set to 1 and all other signal intensities were normalised
accordingly. The mean of four replicates was plotted to-
gether with the standard error for each concentration.

Next generation ChIP-sequencing

For immuno-precipitation, two samples with 1×108 cells
each were adjusted to a concentration of 5×105 cells/ml in
fresh medium and were left non-induced or were induced
with a final concentration of 100 ng/ml doxycycline (Sigma-
Aldrich) for 15 h. Nuclei were extracted with hypotonic
buffer (10 mM KCl, 340 mM sucrose, 1.5 mM MgCl2, 10
mM HEPES pH 7.9) containing 10 % proteinase inhibitor
cocktail (PIC, Roche) and lysed in RIPA buffer + 1× PIC.
The chromatin was shared in a BioRuptor on wet ice (4
cycles, 5 min each, 30 on/off, high). The chromatin was
immuno-precipitated with the BZ1 antibody (45), 10 % in-
put was used as a control. The precipitates were washed
with different salt concentrations and the proteins were di-
gested with proteinase K. For Raji iBZLF1 cells, the library
preparations and sequencing (Illumina, paired-end, 150 nt)
were performed by Vertis Biotechnology AG (Freising, Ger-
many), while DG75 iBZLF1 and DG75 cells were prepared
with the NEBNext Ultra II DNA Library Prep Kit and
the NEBNext Multiplex Oligos for Illumina kits. The se-
quences were mapped with bowtie2 2.2.6 (51), formats were
transformed with samtools 1.0 (52) and bedtools v2.25.0
(53) and the peak calling of the samples versus input was
done by MACS2 2.1.0 (54,55). The overlapping peaks of
two replicates were merged with bedtools intersect and the
DREME algorithm (56) of the MEME-Chip 4.10.1 suite
(57) was used for motif identification. Raji 15 h DREME
motifs shown in Figure 1C resulted from the merger of the
two motifs TGAGYVA and TGTGYVA.
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Figure 1. Identification of ChIP-seq peaks and BZLF1 binding motifs in
chromatin of Raji iBZLF1 cells. (A) Numbers of peaks at 0 and 15 h lev-
els of BZLF1 (i.e. in the non-induced and induced states, respectively) in
EBV-positive Raji iBZLF1 cells after ChIP-seq with the BZLF1 specific
BZ1 antibody. (B) The intersections of the 0 and 15 h peak sets with at least
one identified motif indicate that the majority of 0 h-level peaks are main-
tained when BZLF1 is induced. The abundance of peaks increases more
than 5-fold at 15 h BZLF1 levels compared with the peak number at 0 h
BZLF1 levels. (C) At 0 h BZLF1 levels, the known BZLF1 binding motif
TGWGCGA predominates in individual peaks. At 15 h BZLF1 levels, the
less specific TGWGYVA motif was identified as the major motif, which
encompasses the previously identified meZRE motif TGWGCGA (12).
(D) The average frequencies of the number of BZLF1 motifs per ChIP-seq
peak is provided.

ATAC-sequencing

106 Raji or DG75 cells, with either inducible BZLF1
plasmid (iBZLF1, p4816) or AD-truncated BZLF1
(p5694), were treated with 100 ng/ml doxycycline for 15
h or left untreated. The cells were FACS-sorted for living
cells (untreated) and living, induced cells (15 h induced),
controlled with trypan blue and prepared for NGS. Omni-
ATAC was performed as previously described (58), with
minor modifications. Briefly, 50,000 FACS-sorted cells
were washed in PBS, re-suspended in 50 �l of ATAC-seq
re-suspension buffer (RSB: 10 mM Tris–HCl, pH 7.4,
10 mM NaCl and 3 mM MgCl2) containing 0.1 % NP40,
0.1 % Tween-20 and 0.01 % digitonin (Promega) and were
incubated on ice for 3 min. Following lysis, 1 ml of ATAC-
seq RSB containing 0.1 % Tween-20 was added, and nuclei
were collected at 500 g (4 ◦C, 10 min). Pelleted nuclei were
re-suspended in 50 �l of transposition mix (25 �l 2 × TD
buffer, 2.5 �l Tagment DNA enzyme) (Illumina Nextera
DNA Library Preparation Kit, cat. FC-121–1030), 16.5 �l
PBS, 0.5 �l 1 % digitonin, 0.5 �l 10 % Tween-20 and 5.25 �l
water) and incubated (37 ◦C, 30 min) in a thermo-mixer
shaking (1000 rpm). DNA was purified using Qiagen PCR
clean-up MinElute kit (Qiagen). The transposed DNA
was subsequently amplified in 50 �l reactions with custom
primers, as described (59). After four cycles, libraries were
monitored with qPCR: 5 �l PCR sample in a 15 �l reaction
with the same primers. qPCR output was monitored for the
delta reporter value (�RN); 0.25 �RN cycle number was
used to estimate the number of additional cycles of the PCR
reaction needed for the remaining PCR samples. Amplified
libraries were purified with the Qiagen PCR clean-up
MinElute kit (Qiagen) and size-selected for fragments <
600 bp using the Agencourt AMPure XP beads (Beckman
Coulter). Libraries were quality controlled by Qubit and
Agilent DNA Bioanalyzer analysis. High-throughput se-
quencing was performed by the Laboratory for Functional
Genome Analysis (LAFUGA) of the Ludwig-Maximilian-
University, Munich, on an Illumina Hi-Seq 1500, using
50 nt single-end reads.

The data were mapped on the hg19 genome with Bowtie
1.1.2. The HOMER 4.9 software was used to calculate tag
directories. The data for the metaplots and heatmaps were
calculated with HOMER’s annotatePeaks.pl tool on data
from three independent experiments and visualised with R
(3.5.1) (46). For heatmap visualisation, the data.table pack-
age (60) and the superheat package (61) were used.

Next generation RNA-sequencing

For RNA sequencing, parental Raji and DG75 cells and
their derivatives carrying the conditional expression plas-
mids encoding full-length iBZLF1 or AD-truncated iB-
ZLF1 were employed. At an initial cell concentration of
5×105 cells/ml, a total of 2×107 non-induced cells or 4×107

cells induced with 100 ng/ml doxycycline for 6 h were anal-
ysed. Doxycycline leads to the co-expression of BZLF1 and
the truncated human NGF-receptor. To limit the analysis
to BZLF1 expressing cells, only, we sorted NGF-R-positive
cells with magnetic beads (MACS, Miltenyi Biotec) and
the primary anti-NGF-R antibody (HB8737-1, IgG1) and
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a secondary anti-mouse IgG (1:10, Miltenyi Biotech) anti-
body. 7.5×105 cells were lysed in 1 ml Trizol (Thermo Fisher
Scientific), snap frozen in liquid nitrogen and stored at −80
◦C.

Prior to RNA isolation, identical molar amounts of
ERCC spike-in control RNAs (Ambion) were added to
3×105 non-induced or doxycycline-induced Raji iBZLF1
(0 h/6 h) and DG75 iBZLF1 cells. The subsequent pro-
cesses and steps were identical for all cells. RNA was ex-
tracted with the Direct-zol RNA MiniPrep Kit (Zymo Re-
seach). The RNA concentration and quality were controlled
with Nanodrop (Thermo Fisher Scientific), Qubit (Thermo
Fisher Scientific) and Bioanalyzer (Agilent), and the RNAs
were treated with dsDNase (Thermo Fisher Scientific). The
Encore Complete RNA-Seq Library System kit (NuGEN),
which uses not-so-random hexamer primers for rRNA de-
pletion, was used for library preparation. The samples were
sequenced on an Illumina HiSeq 1500 instrument (100 nt,
single-end reads).

For bioinformatic analysis, the samples were mapped
with Tophat2 (62) on a Galaxy server (63) to the hg19
genome, locally with HiSat2 2.0.1 to EBV-Raji (KF717093),
and reads were assigned to annotated genes with HTSeq-
count 0.6.1p1 (64). The counts were compared between in-
duced (6 h) and non-induced (0 h) cells with the R pack-
age DESeq2 1.12.3 (65). Samples with added ERCC spike-
in RNAs were normalised to these. The visualisation was
done with R including the packages ‘Extrafont’ 0.17 (66)
and ‘RColorBrewer’ 1.1–2 (67).

Promoter analysis

Bedtools intersect was used to identify peaks which are
located within the promoters [−1 kb/+5 kb relative to
TSS (UCSC, RefSeq Genes, Hg19)] of regulated and non-
regulated genes. R was used to remove duplicates, calcu-
late and visualize the number of BZLF1 peaks or motifs
within the promoters. Genes with fewer than 20 reads were
excluded from the analysis.

Capture-C

For Capture-C analysis, 107 non-induced Raji iBZLF1 and
DG75 iBZLF1 cells or cells induced for 6 and 15 h with 100
ng/ml doxycycline were used. The 6 h time period was anal-
ysed only in Raji iBZLF1 cells. Cells were washed (PBS),
filtered for single cells, and fixed (1 % formaldehyde, 10 %
fetal bovine serum in PBS). The fixation was quenched on
ice with 1 M glycine and washed with PBS before cells were
homogenized two times with 15 strokes each with a 20G sy-
ringe in 3C lysis buffer (10 mM Tris–HCl (pH 7.5), 10 mM
NaCl, 0.2 % NP-40 in ddH2O + PIC). Cells were washed
and taken up in DpnII restriction buffer (NEB). SDS was
added to a concentration of 0.1 % and the cells were incu-
bated (65 ◦C, 40 min) while shaking (1200 rpm) and 20 min
at 37 ◦C shaking (1200 rpm). Triton X-100 was added to a
final concentration of 4 % and the cells were incubated (37
◦C, 1 h, 1200 rpm). The cell suspension was divided into four
aliquots of equal volume and incubated each with 100 units
DpnII at 37 ◦C while shaking (1200 rpm) overnight followed
by another incubation with 100 units of DpnII for 2.5 h.

Samples were joined and the reaction was stopped with SDS
at a final concentration of 1.6 %. The samples were incu-
bated (65 ◦C, 1200 rpm, for 30 min), diluted with 5760 �l
1.25× 3C ligation buffer (62.5 mM Tris–HCl (pH 7.5), 12.5
mM MgCl2, 1.25 mM ATP, 12.5 mM DTT in ddH2O) and
720 �l Triton X-100 (final concentration of 1 %) and in-
cubated again (37 ◦C, 1 h, carefully inverting every 10 min).
100 units T4 DNA Ligase (Affymetrix or Thermo Scientific)
was used for DNA fragment ligation (16 ◦C for 4.5 h and RT
for 45 min) followed by proteinase K (20 �g/�l) treatment
at 65 ◦C over-night to revert cross-linking. RNAs were de-
graded with RNase A (10 �g/�l), 37 ◦C, 1 h). DNA was ex-
tracted with organic solvents (2/3 v/v phenol–chloroform
and 1/3 v/v butanol), precipitated (EtOH, 100 %), washed
(EtOH 70 %) and re-hydrated (TE buffer).

For Raji and DG75 iBZLF1 cells, 1.5 �g and 3.0 �g DNA
were sheared, respectively, using a Covaris M-series instru-
ment (Covaris, peak incident power: 50 W; duty factor 20
%; cycles/burst: 200 counts, duration 200 s). Samples were
cleaned with Agencourt AMPure beads (Beckman Coul-
ter). The library preparation and sequence capture for Raji
iBZLF1 cells were done as described in the SureSelectXT2
Target Enrichment System for Illumina Paired-End Mul-
tiplexed Sequencing manual (Agilent, Version: E1, June
2015). For DG75 iBZLF1 cells the SureSelectXT Target
Enrichment System was used (Agilent, Version C2, Decem-
ber 2018). The desired fragments were captured with Dyn-
abeads (Thermo Fisher Scientific). Finally, the samples were
sequenced on a HiSeq 1500 (Illumina, paired-end reads, 100
nt read length).

Overlapping paired-end reads were joined using the flash
tool (68). The sequences were DpnII-digested in silico with
the dpnII2E.pl script (kindly provided by James Davies, Ox-
ford, UK) and mapped with Bowtie 1.1.0 (69). The perl
script dpngenome3 1.pl (kindly provided by James Davies,
Oxford, UK) was used to digest the hg19 genome in silico
with DpnII. Interactions between distant DNA fragments
were identified with the CCAnalyser2.pl script (kindly pro-
vided by James Davies, Oxford, UK). The data were aver-
aged between triplicates, normalised by the total number of
interactions for all captured fragments per time point, and
visualised with R. Additionally, ChIP-seq and RNA-seq re-
sults were added to the visualisation. The analysed genes
can be found in Supplementary Table S2. The CHiCAGO
package (70) was used to calculate and visualize the loss or
gain of significant chromatin interaction upon induction of
EBV’s lytic cycle.

RESULTS

The aim of this study was to investigate the alterations
of the cellular chromatin structure and the transcriptome
of latently-infected B cells when BZLF1 is expressed and
EBV’s lytic cycle starts. First, we determined the physio-
logical levels of BZLF1 protein in cells that naturally sup-
port virus de novo synthesis. Next, we stably introduced two
conditional oriP plasmids into Raji and DG75 cells, which
are EBV-positive and EBV-negative Burkitt lymphoma cell
lines, respectively. Upon addition of doxycycline, the two
plasmids express regulated levels of full-length BZLF1 or
BZLF1 devoid of its trans-activation domain. The estab-
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lished human B cell line Raji is latently infected with EBV,
does not support EBV’s lytic phase spontaneously, but en-
ters it rapidly and synchronously upon the induced ex-
pression of full-length BZLF1. We used this cell line (and
parental controls) throughout our studies and investigated
the cells in their non-induced state and upon addition of
doxycycline for up to 15 h covering the pre-replicative
lytic phase of reactivated EBV. Indistinguishable from full-
length BZLF1, BZLF1 without its trans-activation domain
binds to its many cognate sequence motifs, but cells that ex-
press it do not enter EBV’s lytic phase (18,34). We there-
fore used Raji cells engineered to express the conditional
AD-truncated BZLF1 for certain control experiments as
well as DG75 cells, an EBV-negative human B cell line, in
which we addressed the functions of BZLF1 in the absence
of other viral genes. Last, we studied the function of the >
5×105 binding sites of BZLF1 in cellular chromatin, which
we had identified in our initial experiments. In a third cellu-
lar model, we found that the abundant number of BZLF1
binding sites acts as a sink to prevent the induction of EBV’s
lytic phase upon low level expression of BZLF1. In turn, the
many BZLF1 binding sites implement a dichotomous func-
tion that can only become active when BZLF1 accumulates
at high molar concentration in the nucleus of a cell latently
infected with EBV.

Lytic viral gene expression requires high levels of BZLF1

When latent EBV-infected memory B cells come in contact
with their cognate antigens, the viral BZLF1 gene is acti-
vated and virus synthesis is induced (8). In vivo, only sin-
gle memory B cells respond to this trigger, which makes
it technically impossible to determine the protein levels of
BZLF1 required to induce and/or support the lytic phase
of EBV’s life cycle in these cells. Therefore, we turned
to the B95-8 cell line because a small fraction within its
population spontaneously enters the lytic phase and re-
leases infectious virions. We first determined this fraction
of cells in the lytic cycle to be 2.8 % on average by intra-
cellular staining with an Alexa 647 fluorophore-coupled
monoclonal antibody directed against BZLF1 and flow
cytometry.

We then obtained whole cell protein lysates from a known
number of B95-8 cells and compared the BZLF1 signal
intensities by western blot immuno-detection with known
molar amounts of a truncated BZLF1 protein (Supplemen-
tary Figure S1A) that was recombinantly expressed in HEK
293 cells and purified to high homogeneity (Supplementary
Figure S1B). We also engineered Raji cells to carry a condi-
tional BZLF1 allele on the oriP-based plasmid p4816 (18),
added doxycycline for 6 h (Raji 6 h iBZLF1), and loaded
protein lysates of non-induced Raji cells (Raji 0 h iBZLF1)
onto the same gel. Depending on the cell line and its state
of induction, protein equivalents that corresponded to dif-
ferent cell numbers were also loaded and the signal inten-
sities were quantified as shown in Supplementary Figure
S1A. Based on this approach, we estimated that each B95-
8 cell that was found to express BZLF1 by intra-cellular
staining contained 1.3×106 ± 0.2×106 BZLF1 dimers on
average. BZLF1 levels in Raji iBZLF1 cells induced for 6
h with doxycycline were ∼ 3.5-fold higher (Supplementary

Figure S1C), while the population of non-induced Raji iB-
ZLF1 cells still expressed detectable levels of BZLF1 that
were lower by a factor of about 42 (Supplementary Figure
S1C). Using flow cytometry, we reproducibly found that the
population of non-induced Raji iBZLF1 cells contained a
very small fraction with low to medium levels of BZLF1
protein (data not shown).

We were concerned that the conditional expression plas-
mid p4816 is leaky and might express steady state levels of
BZLF1, even in the absence of doxycycline that are suffi-
cient to induce EBV’s lytic phase in latently-infected cells.
Since Raji cells are incapable of fully supporting de novo
virus synthesis (35), we turned to a derivative of HEK 293
2089 cells that releases the EBV strain wt/B95.8 (2089)
upon BZLF1 expression (42). We stably introduced the
p4816 plasmid into these cells termed HEK293 2089 iB-
ZLF1 and evaluated the concentration of EBV virions in
the cells’ supernatant, both in the absence and presence
of different concentrations of doxycycline (Supplementary
Figure S1D). The supernatants were used to infect Raji cells
that turn GFP-positive upon infection with the EBV strain
wt/B95.8 (2089). Virus amounts were expressed as Green
Raji units (GRU), as described (42,47). As expected, only
HEK 293 2089 iBZLF1 cells released infectious wt/B95.8
(2089) EBV in a dose-dependent fashion after adding in-
creasing concentrations of doxycycline, but not the parental
HEK 293 2089 cells (Supplementary Figure S1D). With-
out doxycycline, the supernatants of HEK 293 2089 iB-
ZLF1 cells contained very low numbers of virus, similar
to supernatants obtained from the parental HEK 293 2089
cells (Supplementary Figure S1D). In all subsequent ex-
periments, a doxycycline concentration of 100 ng/ml was
used in cells with the conditional expression plasmid p4816
(iBZLF1) to reach BZLF1 levels comparable to lytically-
induced B95-8 cells (Supplementary Figure S1C).

In RNA-seq experiments using our conditional Raji iB-
ZLF1 cell model, we compared viral lytic genes prior to
and after induction of BZLF1 to test how the expres-
sion of BZLF1 influences their expression. Before induc-
tion, lytic genes were expressed at very low levels only,
while latent genes were strongly expressed (Supplemen-
tary Tab. S1). Upon adding doxycycline for 6 h, Raji iB-
ZLF1 cells readily expressed many viral genes that clearly
mark the onset of EBV’s lytic phase. Supplementary Fig-
ure S1E shows the log2 fold differential expression of vi-
ral genes comparing non-induced and induced Raji iB-
ZLF1 cells after ERCC spike-in normalisation (see below
for experimental details). Very few viral genes were down-
regulated such as EBNA1 and EBNA2 among other latent
genes (Supplementary Tab. S1). Five of the six early lytic
genes known to be essential for lytic amplification of vi-
ral DNA (71) were up-regulated 60- to > 250-fold (high-
lighted genes: BBLF3-BBLF2, BBLF4, BALF5, BMLF1-
BSLF1 and BMRF1; Supplementary Figure S1E), except
BALF2, which is deleted in Raji EBV DNA (37). Addi-
tional genes that contribute to the lytic replication of viral
DNA (BKRF3, BRLF1, BHLF1 and BMLF1) (72) were
strongly induced as well as BZLF1. The most strongly up-
regulated gene, BDLF3.5, was induced almost 300-fold.
Supplementary Table S1 provides a list of viral genes and
their regulation.
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BZLF1 binds many DNA sites in cellular chromatin

The binding sites and sequence motifs of BZLF1 were al-
ready identified and further analysed in the viral genome
(12,73,74). BZLF1 is a member of the cellular AP-1 family
of transcription factors (75), which are estimated to bind
∼ 500,000 sites in human DNA. We therefore hypothesised
that BZLF1 might also bind to many accessible sites in the
chromatin of human B cells. To address this possibility, we
used our conditional iBZLF1 Raji cell model in compar-
ison with DG75 iBZLF1 cells to identify BZLF1 binding
sites in a genome-wide ChIP-seq approach in EBV-positive
and EBV-negative cells, respectively.

We analysed different experimental conditions using the
BZ1 monoclonal antibody directed against the dimerisation
domain of BZLF1 (45) in our ChIP-seq analysis: Raji iB-
ZLF1 and DG75 iBZLF1 cells in their non-induced state
and after induction of full-length BZLF1 with 100 ng/ml
doxycycline for 15 h. Parental EBV-negative DG75 cells
served as a negative control.

In the parental EBV-negative DG75 cells, we found few
mapping reads after ChIP-seq that rarely accumulated to
peaks. This finding suggested that our ChIP-seq protocol
delivers data with a very low background, because DG75
cells do not express BZLF1.

When BZLF1 is not inducibly expressed (0 h level) in
Raji iBZLF1 or DG75 iBZLF1 cells in the absence of
doxycycline (Supplementary Figure S2A) we found about
30,000 or 11,000 ChIP peaks, respectively, of which 70 %
(Figure 1A) and 82 % (Supplementary Figure S2E) con-
tained the known BZLF1 binding motif TGWGCGA (Fig-
ure 1C; Supplementary Figure S2G) also termed meZRE
(12,18). BZLF1 preferentially binds this motif when its
CpG dinucleotide contains methylated 5′-cytosine residues
(12). When the cells were induced with doxycycline for 15 h
more than half of the peaks with this motif were preserved
(Figure 1B; Supplementary Figure S2F), but the total num-
ber of peaks increased dramatically (Figure 1A, B; Supple-
mentary Figure S2E, F) in both Raji and DG75 iBZLF1 cell
lines. In the induced state, about 146,000 and 231,000 ChIP
peaks were identified, respectively, of which 92 % (Figure
1A) and 88 % (Supplementary Figure S2E) contained one
or more copies of the less precisely defined consensus mo-
tif TGWGYVA (Figure 1C; Supplementary Figure S2G).
At 0 h BZLF1 levels, this motif was not among the highly
ranked motifs.

In a minor fraction of called peaks the MEME-Chip suite
(57) failed to identify a common sequence motif for un-
known reasons. We therefore turned to a visual inspection
of the DNA sequences within the peak regions of this ChIP
fraction. After inspection of peaks, in which no other motif
could be identified before, we found an additional and re-
lated sequence motif TGWGYVT. This motif is very sim-
ilar to the meZRE motif TGWGYVA except its last nu-
cleotide residue. We continued our analysis with a computa-
tional search for this possible motif in the sets of called ChIP
peaks. Data shown in Supplementary Figure S2A and S2I
indicate that 58 % and 54 % of all peaks in Raji and DG75
iBZLF1 cells, respectively, contained the motif TGWGYVT
when BZLF1 was expressed for 15 h. Taking both motifs
with terminal A or T residues into consideration, 96 % re-

spectively 95 % of all peaks contained the consensus motif
TGWGYVW at 15 h BZLF1 levels in Raji (Figure 2A) and
DG75 iBZLF1 cells (Figure 2D).

In total, in induced Raji and DG75 iBZLF1 cells, 145,544
and 231,019 peaks contained 579,911 and 794,729
TGWGYVW motifs, respectively, of which 344,383
and 431,282, respectively, terminated with A (Figure 1C,
Supplementary Figure S2G) and 235,528 and 363,447, re-
spectively, terminated with T (Supplementary Figure
S2C, K). The peak number in Raji iBZLF1 cells includes
the peaks we found in the viral genome (34). Our analysis
also revealed a clear hierarchy of the BZLF1 sequence
motifs in Raji and DG75 iBZLF1 cells as shown in Figure
2B and E. The highest affinity at 0 h BZLF1 levels appears
to correlate with the motif TGWGCGA, whereas the
weakest binding is associated with the motif TGWGYVT,
to which BZLF1 binds also less frequently at 15 h BZLF1
levels compared with the TGWGYVA motif.

At 15 h BZLF1 levels, on average, in Raji and DG75 iB-
ZLF1 cells each peak was found to contain about 4.0 and
3.4 BZLF1 binding motifs, respectively (Figure 2C and F).

High BZLF1 levels induce open chromatin at cellular BZLF1
binding sites, but a genome-wide loss of open chromatin

Next, we investigated the chromatin of EBV’s host cells
and studied the consequences of inducing EBV’s lytic cy-
cle and the binding of BZLF1 to cellular DNA. BZLF1
is a viral pioneer factor, binds to nucleosomal DNA, re-
cruits chromatin remodelers such as INO80, and induces
the local opening of repressed EBV chromatin (34). To ex-
tend this insight, we analysed the chromatin accessibility of
non-induced and induced Raji and DG75 iBZLF1 cells by
ATAC-seq. In these experiments, both cell lines engineered
to carry a conditionally expressed BZLF1 gene lacking its
transactivation-domain (AD-truncated BZLF1) were used
as negative controls.

We combined the ATAC-seq data with the BZLF1 peaks
identified at 15 h levels in Raji and DG75 iBZLF1 cells
(Figure 1A, Supplementary Figure S2E) to analyse the lo-
cal chromatin accessibility as a function of BZLF1 binding.
Supplementary Figure S3 illustrates the bioinformatic ap-
proach. Average chromatin accessibility along all BZLF1
peaks in cellular chromatin is shown as meta-plots for
Raji and DG75 iBZLF1 cells in Figure 3A and C, and as
heatmaps in Supplementary Figure S4A and D, respectively.
BZLF1 peak coverage and input signals are shown in Sup-
plementary Figure S5, panels A–C and D–F, respectively,
as meta-plots and heatmaps.

We analysed the average coverage of ATAC-seq reads at
these sites in the two pairs of Raji and DG75 cell lines that
express full-length or the AD-truncated BZLF1 protein in
their non-induced and induced states. The visualisation in
Figure 3A and C documents the opening of silent, compact
chromatin at cellular BZLF1 binding sites that occurs only
at induced 15 h levels of BZLF1 in Raji iBZLF1 cells and
also in the EBV-negative DG75 iBZLF1 cells, respectively.
An example is shown in Supplementary Figure S6A and D.
The average peak of chromatin opening co-locates in both
cell lines exactly with the peak center of the > 105 cellular
BZLF1 binding sites in induced cells that express full-length
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Figure 2. Motif abundance as a function of BZLF1 levels in Raji and DG75 iBZLF1 cells. (A, D) The Venn diagram shows the number of peaks that
contain either the TGWGYVA (A) or the TGWGYVT (T) motifs, both (A/T) or no identifiable motif (none). In Raji and DG75 iBZLF1 cells at 15 h
BZLF1 levels 54 % and 46 % of the peaks contain both motifs (A/T), respectively. Within 96 % and 95 % of all peaks in Raji and DG75 iBZLF1 cells,
respectively, at least one motif could be identified. (B, E) The number of the four BZLF1 binding motifs found in ChIP-seq peaks is plotted at 0 h and
15 h expression levels of BZLF1. At both levels and in both cell lines, the number of motifs ending with the residue A exceeds the number of motifs ending
with T. The finding suggests that BZLF1’s ranked motif preference is TGWGCGA > TGWGCGT > TGWGYVA > TGWGYVT. (C, F) Calculation of
the number of motifs per peak.

BZLF1. A truncated BZLF1 protein without its transcrip-
tional activation domain does not induce chromatin remod-
eling (Figure 3A, C, Supplementary Figure S4A4, D4), al-
though it binds inactive chromatin as efficiently as full-
length BZLF1 (12). This finding clearly supports our view
that BZLF1’s activation domain recruits chromatin remod-
elers such as INO80 to silent chromatin (34). As a conse-
quence, the previously repressed chromatin becomes acces-
sible (Figure 3A, C, Supplementary Figure S4A2,D2) and
acquires activating histone marks (data not shown) or is

kept open (Supplementary Figure S6B, E). Accessibility at
random locations (n = 145,477 resp. n = 231,019 in Raji and
DG75 iBZLF1 cells) was not affected (insets in Figure 3A,
C, Supplementary Figure S4B, E).

Prior to BZLF1 induction, Raji and DG75 iBZLF1 cell
chromatin demonstrates a high number of accessible, open
regions that are clearly identifiable by ATAC-seq (Sup-
plementary Figure S6C, F). In latent Raji and DG75 iB-
ZLF1 cells, the MACS2 peak caller found about 81,000 and
105,000 peaks of accessible cellular chromatin, respectively,
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Figure 3. Changes in cellular chromatin accessibility after induction of BZLF1 in Raji and DG75 iBZLF1 cells. (A, C) The meta-plot summarizes the
accessibility at the 145,477 and 231,019 BZLF1 binding sites (Figure 1A and Supplementary Figure S2E) in Raji and DG75 cell chromatin, respectively,
prior to and after induction of full-length or AD-truncated BZLF1. The average ATAC-seq coverages in the four different Raji and DG75 cell samples
are plotted according to the nucleotide coordinates of the centers of the 145,477 and 231,019 BZLF1 peaks. In non-induced Raji and DG75 iBZLF1 cells
(BZLF1 full-length, 0 h) the average ATAC-seq coverage is congruent with the coverage found in induced and non-induced Raji and DG75 cells that carry
the conditional AD-truncated BZLF1 allele. At induced BZLF1 levels (full-length, 15 h) the average ATAC-seq coverage is substantially increased indicating
a gain in chromatin accessibility. The inset provides the ATAC-seq coverage of 145,477 and 231,019 randomly sampled sequences in the chromatin of Raji
and DG75 iBZLF1 cells, respectively, expressing full-length BZLF1 at 15 h levels after doxycycline-mediated induction. (B, D) The meta-plot summarizes
the ATAC-seq coverage at the about 81,000 and 105,000 called peaks of open host chromatin identified prior to the induction of BZLF1 in both Raji and
DG75 iBZLF1 cell lines, respectively. After induced expression of full-length BZLF1 the chromatin accessibility is strongly reduced in Raji iBZLF1 cells
indicating that previously open host chromatin becomes globally inaccessible upon induction of EBV’s lytic phase. In DG75 iBZLF1 cells the effect is
apparent, but less pronounced. Compared with non-induced cells (0 h), the ATAC-seq coverage is barely affected when the AD-truncated BZLF1 protein
is expressed in both cell lines. The data summarize three independent biological replicates.
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that allowed us to calculate the average ATAC-seq coverage
of open chromatin prior to and after induction of EBV’s
lytic cycle. As shown in Figure 3B and D and in the corre-
sponding heatmaps (Supplementary Figure S4C, F), and in
a representative IGV browser image shown in Supplemen-
tary Figure S6C and F, we found that open chromatin in
non-induced Raji and DG75 iBZLF1 cell chromatin closes
upon induction of EBV’s lytic phase. Reduction of chro-
matin accessibility was evident at the majority of ATAC-
seq peaks identified to be accessible prior to induction of
BZLF1 in both cell lines (Figure 3B, Supplementary Fig-
ure S6C, resp. Figure 3D, Supplementary Figure S6F), al-
though the effect in Raji iBZLF1 cells was stronger com-
pared to lytically-induced DG75 iBZLF1 cells.

The data suggest that the induced expression of BZLF1
alone reduces the accessibility of previously open cellular
chromatin globally as shown in DG75 cells, but the ensu-
ing activation of EBV’s lytic phase reduces it further as it is
evident in Raji cells upon induction. On the contrary, chro-
matin loci bound by BZLF1 open up site-specifically upon
its induced expression independent of other viral factors.

Induction of EBV’s lytic cycle drastically reduces cellular
transcripts in Raji iBZLF1 cells

We investigated the consequences of the induction of EBV’s
lytic phase and BZLF1’s binding to cellular chromatin with
respect to transcriptional regulation. RNA-seq experiments
were performed in three different experimental layouts:

(i) Steady state RNA transcript levels of parental Raji or
DG75 cells were analysed and compared with the same
cells incubated with doxycycline for 6 h (Figure 4A, D).
Doxycycline did not regulate any genes according to
our threshold criteria, which are provided in the figure.
The violin plots shown in Figure 4A and D indicate
that the log2 fold change of 95 % of the expressed genes,
subsequently termed ‘population spread’, was located
in a very narrow range in parental Raji and DG75 cells
(Figure 4A, D, bottom panels).

(ii) We repeated the experiment with Raji and DG75 cells
engineered to express a truncated version of BZLF1
(AD-truncated) without its transcriptional activation
domain (18). Upon adding doxycycline for 6 h, no
gene was identified to be regulated (Figure 4B, E).
The population spread in Raji iBZLF1 AD-truncated
cells slightly exceeded the range found in parental Raji
cells (0.28 versus 0.42 log2 values; Figure 4A,B), while
DG75 iBZLF1 AD-truncated cells and parental DG75
cells were comparable (Figure 4D, E).

(iii) Raji iBZLF1 cells engineered to express the full-length
BZLF1 protein were induced by adding doxycycline
for 6 h and were analysed by RNA-seq (Figure 4C).
We used the ERCC RNA spike-in mix to be prepared
for global changes in the cellular transcriptomes, to
analyse the basic performance metric of the RNA-seq
libraries, and to normalize the data during the steps
of subsequent bioinformatic analyses according to this
standard. The quantitative detection of the external
spike-in RNAs demonstrated the linearity, quality and

reproducibility of the experimental approach in both
cell lines (Supplementary Figure S7A–D).

In Raji and DG75 iBZLF1 cells we found 91 and 109
cellular genes with increased transcript levels, while 7174
and 93 showed a decrease, respectively (Figure 4C, F). The
population spreads were much higher in both cell lines
when compared to their controls, but only in Raji iB-
ZLF1 cells the median of the population was shifted to a
strong negative value indicating that the majority of cellu-
lar transcripts was substantially reduced on average. The
median of DG75 iBZLF1 cells was found unaltered indi-
cating that full-length BZLF1 induces considerable tran-
scriptional noise, but its expression does not repress cellu-
lar transcripts globally as in Raji iBZLF1 cells. Individual
triplicates are shown as boxplots in Supplementary Figure
S7E–H.

The results indicate that the induced expression of full-
length BZLF1 for 6 h and subsequent induction of EBV’s
lytic cycle led to a dramatic and global drop of transcript
levels in Raji iBZLF1 cells, only. Fewer than hundred genes
were found up-regulated upon BZLF1 expression, an unex-
pected finding, because BZLF1 is a known transcriptional
activator in the viral genome, which also binds to the cel-
lular genome frequently (Figure 1, Supplementary Figure
S2).

BZLF1 binding sites in proximity to TSS do not correlate
with the magnitude of gene regulation

Since BZLF1 binds more than 145,000 and 231,000 sites in
the cellular chromatin of Raji and DG75 iBZLF1 cells, re-
spectively (Figure 1, Supplementary Figure S2), it seemed
plausible that it can regulate promoters of cellular genes
similar to the many viral promoters of lytic EBV genes
(12,14,18). To address this question, we looked for peaks
identified by ChIP-seq within promoter regions of genes
found to be regulated in our RNA-seq experiments (Fig-
ure 4C, F). We limited our search to a region 5 kb upstream
to 1 kb downstream of the TSSs (Figure 5C). About half
of the up-regulated genes comprised one or more peaks
within the defined limits of their TSSs, while about two-
thirds of the down-regulated genes did not contain recog-
nizable peaks attributed to BZLF1 binding in both cell lines
(Figure 5A, E).

We also searched for a possible correlation between the
absolute numbers of BZLF1 motifs within the promoter re-
gions and the magnitude of gene regulation. Similar to the
results shown in Figure 5A and E, we did not find a cor-
relation. Certain promoters with few BZLF1 binding mo-
tifs were more profoundly regulated than promoters with
multiple binding motifs (Figure 5B, F). Few cellular genes
seemed to be exceptions to this rule in both cell lines (Fig-
ure 5B, F). A very small number of genes contained > 50
and up to 142 and 111 BZLF1 binding motifs in Raji and
DG75 cells, respectively, within their promoter regions but
these genes were barely regulated upon BZLF1 expression.

Together, the many identified BZLF1 binding motifs in
promoter regions of cellular genes did not provide a clear
function that could be ascribed to BZLF1. BZLF1 was
characterized as a transcription factor of viral promoters,
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Figure 4. Gene regulation in Raji and DG75 cells upon doxycycline-induced expression of full-length BZLF1 compared with a BZLF1 variant lacking its
transcriptional activation domain. Three pairs of cell lines, parental Raji (A) and DG75 (D) cells, Raji iBZLF1 AD-truncated (B) and DG75 iBZLF1 AD-
truncated (E) cells, and Raji iBZLF1 (C) and DG75 iBZLF1 (F) were induced with doxycycline for 6 h and compared with their non-induced counterparts.
The analyses are based on the hg19 reference genome and three replicates of each condition and cell line. Viral genes and NGFR (used as a doxycycline-
regulated reporter gene) were excluded from the analyses. (A, D) The transcriptomes of parental Raji and DG75 cells were analysed by comparing their
untreated versus doxycycline-treated (6 h) states. No gene with more than 20 sequencing reads (vertical purple line) was found to be up- (>2.5×) or down-
regulated (<0.4×) in the MA plots (upper and lower green horizontal lines, respectively) in both parental cell lines. The median is centered at zero in the
violin plot (lower panel). The distance between the quantiles that encompass 95 % of all data points describes the spread of the gene populations which was
determined to be 20.28 and 20.5, in parental Raji and DG75 cells, respectively. (B, E) RNA expression in Raji and DG75 cells with a conditional activation-
domain (AD)-truncated BZLF1 allele upon doxycycline induction for 6 h. No gene was considered up- or down-regulated when the previously introduced
parameters were applied. The violin plots reveal the very narrow spread of the gene population of 20.42 and 20.41, respectively, comparable to the results
shown in panel A and D. (C, F) RNA expression in Raji and DG75 cells upon doxycycline induction of full-length wild-type BZLF1 (iBZLF1) after data
normalisation according to ERCC spike-in RNA reads. The MA plot shows a strong global reduction of cellular mRNA transcripts 6 h after induction
of BZLF1 in the Raji iBZLF1 cells, while this effect was not observed in the DG75 iBZLF1 cells. 91 and 109 genes were upregulated (upper horizontal
green line), while transcripts of 7174 and 93 genes were reduced by a factor of at least 0.4 (lower horizontal green line), in Raji and DG75 iBZLF1 cells,
respectively. In the Raji iBZLF1 cells the violin plot shows that the median of the gene population is reduced by a factor of almost three (2–1.56) indicating
a global reduction of mRNA steady state levels, while the median is around zero (2–0.03) and unchanged in DG75 iBZLF1 cells. The distance between the
2.5 and 97.5 quantiles shows a spread of the gene population of 23.00 for Raji iBZLF1 and 21.86 for DG75 iBZLF1 cells.
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Figure 5. Regulated genes and their association with BZLF1 ChIP-seq peaks and binding motifs in promoter regions. (A, E) The numbers of ChIP-seq
defined peaks are plotted on the x-axis versus the magnitude of gene regulation expressed as ‘log2 fold change’ on the y-axis after doxycycline induced
expression of full-length BZLF1 in Raji iBZLF1 (A) and DG75 iBZLF1 cells (E) for 6 h. Among the regulated genes that did not encompass BZLF1
peaks within their defined promoter regions 41 and 52 genes were found up-regulated (45 resp. 48 % of all up-regulated genes) and about 4,500 and 63
genes were down-regulated (63 resp. 68 % of all down-regulated genes) in Raji and DG75 iBZLF1 cells, respectively, as indicated by the dashed horizontal
green lines. Among the regulated genes with BZLF1 peaks in their promoter regions, 50 and 57 were found up-regulated (55 resp. 52 % of all up-regulated
genes) and about 2.600 and 30 genes were down-regulated (37 resp. 32 % of all down-regulated genes) in Raji and DG75 iBZLF1 cells, respectively. (B, F)
The number of BZLF1 motifs as defined in Figure 1C and Supplementary Figure S2 (panels C, G and K) are plotted on the x-axis versus the magnitude
of gene regulation on the y-axis as in panel A. BZLF1 motifs downstream and upstream of TSSs entered the analysis. The distribution of regulated genes
(y-axis) with or without BZLF1 binding sites follows the scheme in panel A. (C). The peak analysis includes the promoter proximal region −5 kb/+1 kb
of the transcriptional start sites (TSS) as indicated. (D) The cartoon schematically depicts two single peaks upstream and downstream of a TSS with three
and one BZLF1 motifs, respectively, illustrating the basics of this analysis and the principal location of the BZLF1 motifs.

initially, but BZLF1 has also been proposed to act as an en-
hancer factor (76) similar to its cellular homologous factor
AP-1 (25,26).

The cellular genome is about eighteen thousand times
larger than the EBV genome, contains up to 26,000 genes
and a much higher number of regulatory regions (77,78).
We asked if, upon induction of the lytic phase, EBV gov-
erns these regulatory regions at the level of chromatin inter-
actions. We also asked if the frequent binding of BZLF1 to
cellular DNA together with the remodeling of silent chro-
matin may have a discernable effect. Toward this end, we se-

lected several up-, down- and non-regulated cellular genes
in Raji iBZLF1 cells to look at their interacting chromatin
regions, which BZLF1 might regulate to control the expres-
sion of cellular genes.

Induction of EBV’s lytic cycle reduces cellular chromatin in-
teractions

The regulation of cellular transcription results from an in-
terplay between transcription factors, histone and DNA
marks and chromatin interactions. The latter govern the
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spatial proximity between enhancers (or repressors) and
promoter regions and regulate the activity of genes. The
likelihood of functional interactions increases when distant
regions are organized into loops by chromatin organizing
proteins such as CTCF and cohesin.

We applied the Capture-C technique (79) to study physi-
cal chromatin interactions of selected promoters as a func-
tion of BZLF1 levels. From our RNA-seq experiment with
Raji iBZLF1 cells (Figure 4C) we chose promoters of genes
that were up- or down-regulated, but we also included genes
that were not affected when BZLF1 was induced. With syn-
thetic single-stranded RNA probes that hybridize to regions
of approximately 5 kb up- and downstream of the transcrip-
tional start sites (TSS) we focused on 53 and 49 selected
genes in Raji and DG75 iBZLF1 cells, respectively, and
pulled-down their promoter regions.

After data normalisation, we identified about 1.4 and 1.6
million interactions in the two cell lines between the pulled
regions and proximal or distal flanking DNA fragments
that had been generated by DpnII cleavage following the
Capture-C protocol. For about 17,000 and 33,000 DpnII
fragments with more than four interactions on average, a
fold change could be calculated in a pair-wise comparison
of non-induced Raji and DG75 iBZLF1 cells with the two
cell lines induced for 15 h (0 versus 15 h). After 15 h the total
number of interactions decreased (Figure 6). About 23 %
and 9 % of the DpnII fragment pairs had lost more than
half of their interactions while only 0.4 % and 1.2 % pairs
showed a > 2-fold gain of interactions in Raji and DG75
iBZLF1 cells, respectively.

After bioinformatic analysis and data normalisation, we
visualised the close, medium, and distant physical chro-
matin interactions of these promoter regions in a range of
400,000 nucleotides each on both flanks of the TSS (Fig-
ure 7, Supplementary Figures S8–S16). The y-axes of the
graphs indicate the number of chromatin interactions prior
to the induction of BZLF1 (0 h, gray bars, both cell lines), 6
h (orange bars, Raji iBZLF1 only) and 15 h (blue bars, both
cell lines) after adding doxycycline. In addition, we plotted
BZLF1 binding sites at 0 and 15 h levels in both cell lines.

We visualised the actual situation for several genes, to in-
spect the individual gain and loss of chromatin interactions.
Supplementary Figure S8 shows the CD68 gene, which is
not regulated (0.99-fold) in Raji iBZLF1 cells, but tran-
scriptionally up-regulated (2.53-fold) in DG75 iBZLF1 cells
6 h after induction of the lytic cycle. The number of lo-
cus interactions of the promoter region with flanking chro-
matin modestly increased by ∼ 7 % 6 h after induction of
the lytic cycle relative to the interactions identified prior to
its induction in Raji iBZLF1 cells. Fifteen hours after in-
duction the interactions are reduced in both cell lines to
about 63 % and 90 %, respectively, relative to their non-
induced states. A very similar pattern of altered chromatin
interactions was found in the locus of the strongly down-
regulated BTG2 gene (Supplementary Figure S9) and the
up-regulated COL2A1 gene (Supplementary Figure S10).
In Raji cells, the number of interactions at the BTG2 and
COL2A1 loci slightly increased by 12 % and 15 %, respec-
tively, 6 h post-induction, but decreased by 30 % and 16 % in

both Raji and DG75 iBZLF1 cell lines 15 h after induction
following the general trend shown in Figure 6.

The altered numbers of interactions were particular
impressive when the strong, long-range interactions of
the CXCR4 (Supplementary Figure S11) and MIR155HG
(Supplementary Figure S12) genes were considered. The
CXCR4 gene is transcriptionally down-regulated in both
cell lines (Supplementary Figure S11) while with the
MIR155HG gene is considerably up-regulated in DG75 iB-
ZLF1 cells (Supplementary Figure S12). Chromatin inter-
actions of the CXCR4 and MIR155HG genes increased on
average by 13 % and 12 % in Raji iBZLF1 cells 6 h af-
ter induction of BZLF1 (Supplementary Figures S11A and
S12A, respectively). After 15 h, the long-range interactions
of the CXCR4 and MIR155HG loci were reduced by 39 %
and 34 % in Raji iBZLF1 cells and by 25 % and 19 % in
DG75 iBZLF1 cells, respectively. The loss of interactions
was particularly impressive in Raji cell chromatin (Sup-
plementary Figures S11A and S12A), presumably because
long-range interactions in Raji iBZLF1 cells were much
more prominent prior to induction of BZLF1 when com-
pared to DG75 iBZLF1 cells (Supplementary Figures S11
and S12).

All analysed genes but one followed the observed kinetics
and showed a considerable loss of chromatin interactions
over time. The exception is KCNQ5. Here, the interactions
of the flanking region upstream but not downstream of the
KCNQ5 gene remained stable or even slightly intensified 15
h after BZLF1’s induction (Supplementary Figure S13) in
both cell lines.

Additional examples include E2F2 and ID3 as well as
TLR6 and TLR10, which constitute two separate gene
clusters as shown in Supplementary Figures S14 and S15.
Again, these genes are in line with the global reduction of
chromatin interactions as a late consequence of BZLF1 ex-
pression. Interestingly, the two neighboring genes in both
examples share frequent interactions with distant DpnII
fragments even in both cell lines. Still, each individual gene
is also engaged in gene-specific chromatin-chromatin con-
tacts.

The MYC gene, which showed a reduction of its steady
state transcript levels by a factor of 50 in Raji iBZLF1 cells
is an extreme example that demonstrates the reduction of
chromatin interactions. In the Burkitt lymphoma cell line
Raji, the MYC gene is not regulated by its genuine cis-acting
elements, but the gene is under the control of the heavy-
chain immunoglobulin enhancer due to a translocation be-
tween the chromosomes 8 and 14. The x-axis in Figure 7
is discontinuous and a vertical red dashed line upstream
of the MYC promoter indicates the chromosomal break-
point. The two DpnII fragments within the heavy chain
enhancer, which make the most frequent contacts with the
MYC promoter regions are indicated by A and B (Figure 7).
Both interacting sites lose ∼ 20 % of their contacts with the
MYC promoter locus already 6 h after induction of EBV’s
lytic cycle. After 15 h, the number of chromatin contacts at
the interacting sites A and B are reduced by 60 % and 80 %,
respectively. The two distinct DpnII fragments, A and B, in-
clude a 323 nt long repeat that comprises 18 partially over-
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Figure 6. Gain and loss of chromatin interactions in Capture-C experiments 15 h after induction of BZLF1 in Raji iBZLF1 and DG75 iBZLF1 cells.
The two MA plots summarize the dynamics of interactions between the promoter regions of 53 and 49 analysed genes and their captured distal DpnII
fragments in Raji and DG75 iBZLF1 cells, respectively. The x-axis shows the number of identified interactions in log2 scale, the y-axis shows the log2 fold
change between the paired time points (0 h versus 15 h). (A, C) After 15 h of doxycycline-induced BZLF1 expression, almost 23.4 % and 8.9 % fragments
lost more than half of their interactions (lower green horizontal line) compared with the status prior to induction of the lytic phase in Raji and DG75
iBZLF1 cells, respectively. Conversely, 0.4 % and 1.2 % DpnII fragments showed a more than two-fold increase of interactions (upper green horizontal
line) in Raji and DG75 BZLF1 cells, respectively. The two percentages correspond to about 17,000 and 33,000 DpnII fragments in total that reached or
exceeded the threshold of four interactions (dashed horizontal orange line). (B, D) The violin plots summarize panels A and C and show a median of –0.61
and –0.28 and a population spread of 22.37 and 22.18 comparing induced versus non-induced Raji and DG75 iBZLF1 cells, respectively.

lapping BZLF1 sequence motifs. In our ChIP experiments,
both A and B fragments were found to be bound by BZLF1
in Raji and DG75 iBZLF1 cells.

In addition, we used the Chicago R package (70) to de-
termine the statistical significance of interactions. The pan-
els in Supplementary Figure S17 depict the Supplementary
Figures S8–S15 in miniature, but it additionally highlights
significant interactions and visualizes their enrichment or
loss over time. This statistical analysis underscores our pre-
vious interpretations in both cell lines.

In summary, all analysed loci show reduced local and dis-
tal chromatin interactions 15 h after induction of EBV’s
lytic cycle in Raji iBZLF1 cells. In DG75 iBZLF1 cells the
effect is also visible, but its magnitude and significance (Sup-
plementary Figure S17) are lower. The binding of BZLF1

to certain distant interacting sites is often apparent and oc-
casionally impressive as in the example of the MYC gene
in Raji iBZLF1 cells suggesting that its binding to these
distal regions directly or indirectly reduces the frequency
of chromatin interactions. However, this apparent linkage
is not supported by our further analysis. In both cell lines,
DpnII fragments bound by BZLF1 in our ChIP-seq exper-
iments and enriched in the Capture-C experiments did not
differ from DpnII fragments to which BZLF1 does not bind
(Supplementary Figure S18). It thus appears as if BZLF1
alone (in DG75 cells) or in conjunction with other viral
genes (in Raji cells) can initiate so far unknown mechanisms
to reduce cellular chromatin interactions and alter the 3D
structure of its host cell chromatin, presumably supporting
EBV’s lytic phase.
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Figure 7. Loss of chromatin interactions between the MYC locus and the heavy chain enhancer in Raji iBZLF1 cells. On the x-axis, individual chromatin
interactions are shown as thin vertical lines of different heights that indicate their interaction frequencies (plotted on the y-axis as ‘number of interactions’)
with the MYC promoter region (approximate −5/ +5 kb of the TSS). The promoter region is depicted as a green bar in the center of the plot, a gray
arrow head points in the direction of transcription, and the light blue line at position ‘1’ indicates the TSS. Gray vertical lines indicate the chromatin
interactions prior to BZLF1 induction (0 h), orange and blue lines enumerate interactions 6 and 15 h after adding doxycycline, respectively. The bottom
part of the graph shows the positions of BZLF1 binding sites prior to (big, pink dots) and 15 h after adding doxycycline (small, green dots). The x-axis
indicates the relative nucleotide coordinates (hg19 genome reference) encompassing two flanking regions 400 kb up- and downstream of the TSS. Due to
a chromosomal translocation (vertical dashed red line), the heavy chain enhancer (HCE) on chromosome 14 drives the expression of the MYC locus on
chromosome 8 in Raji cells. Prior to induction of BZLF1, two regions of the heavy chain enhancer (HCE) indicated A and B make frequent contacts (gray
vertical lines) with the captured MYC locus. Chromatin interactions decrease after 6 h (orange lines) and are further reduced to about 20 % (blue lines)
15 h after BZLF1 induction. Both interacted HCE regions A (chr14:106,031,165–106,031,487) and B (chr14:106,150,744–106,151,066) harbor the exact
same DNA sequence of 324 bp in length and contain numerous BZLF1 ChIP-seq peaks with 18 BZLF1 motifs. In Raji cells, 6 h after BZLF1 induction
the level of MYC transcripts is reduced to 2 % compared with the non-induced cells.

Induction of EBV’s lytic cycle depends on a molar switch
mechanism

Our results shown in Figure 2 and Supplementary Figure
S2 indicate that > 5×105 BZLF1 binding motifs exist in
cellular DNA. We also learnt that a B95–8 cell which ex-
presses gp350 and thus supports EBV’s full lytic cycle con-
tains 1.3×106 ± 0.2×106 BZLF1 dimers on average (Sup-
plementary Figure S1C). Together, these observations sug-
gest that the abundant BZLF1 binding motifs in cellular
DNA together with the 85 binding motifs in EBV DNA (18)
might cooperate to ensure that the viral lytic phase is only
induced when a certain threshold concentration of BZLF1
dimers is reached in the nucleus. Thus, the many BZLF1
binding sites in cellular chromatin might act as a sink to
prevent the induction of EBV’s lytic phase when BZLF1 is
expressed at low and functionally insufficient levels. This hy-
pothesis was further supported by the notion that EBV’s
lytic cycle was not induced when BZLF1 was expressed at

low levels in Raji cells (Supplementary Figure S1D). We
tested this hypothesis in a third cellular model.

We engineered a cell line based on HEK293 cells that car-
ries several copies of a recombinant EBV genome, which is
stably maintained under continuous selection as described
previously (42,80). Into this cell line, termed 9G10, we in-
troduced a chimeric gene consisting of full-length BZLF1
fused to the ERT2 variant of the hormone binding domain
of the human estrogen receptor (15). The BZLF1:ERT2 fu-
sion protein is constitutively expressed at high level from the
promoter of the chromosomally-integrated retroviral vec-
tor, but is localized in the cytoplasm, where the chimeric
BZLF1:ERT2 transcription factor is tethered to heat-shock
proteins. Only upon addition of tamoxifen, an estrogen
derivative, to the cell culture medium, BZLF1:ERT2 is re-
leased and shuttles to the nucleus where BZLF1 binds to
its cognate DNA binding motifs to activate downstream
genes. Successful induction of EBV’s lytic phase can be eas-
ily monitored by the surface expression of the viral gp350
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glycoprotein. The advantage of this model lies in its immedi-
ate, presumably synchronous and dose-depending loading
of the cell’s nucleus with BZLF1 as a function of tamoxifen
added.

To evaluate the ensuing consequences, we analysed single
cells using high resolution laser scanning microscopy cou-
pled with an automated analysis pipeline to obtain statis-
tically solid single cell data. We added different concentra-
tions of tamoxifen to 9G10 cells cultured on cover slips to
induce nuclear shuttling of BZLF1. Twelve and 72 h after
addition of tamoxifen, cells were fixed and stained for the
analysis of four markers: (i) BZLF1 to observe the dose-
dependent transfer of BZLF1 from the cytoplasm to the nu-
cleus; (ii) CD147, a universal surface marker to delineate the
plasma membrane of cells together with (iii) the viral gp350
glycoprotein, which appears on the cell surface concomitant
with the expression of late viral genes during EBV’s lytic
phase and (iv) DAPI to assess the cellular nucleus.

Figure 8, panel A shows exemplary microscopic images
of the location of BZLF1 in cells prior to (0 nM) and 12 h
after having added increasing concentrations of tamoxifen.
Without tamoxifen, the majority of BZLF1 molecules were
clearly cytoplasmic. Already with 5 nM tamoxifen, BZLF1
visibly transferred to the cells’ nuclei (Supplementary Fig-
ure S19, upper panel). With increasing tamoxifen concen-
trations, the nuclear BZLF1 signal became stronger and ap-
peared to be exclusively nuclear at only 20 nM tamoxifen
(and beyond) upon microscopic inspection. Panel B of Fig-
ure 8 shows the level of gp350 expression as a function of
increasing tamoxifen concentrations 72 h after induction.
Starting at 80 nM tamoxifen, a clear signal of gp350 could
be detected at the plasma membranes of many cells, but not
at lower concentrations of tamoxifen. Supplementary Fig-
ure S19 shows the microscopy images in panel A and B of
Figure 8 together with BZLF1, gp350, DAPI and CD147
signals 12 and 72 h after the addition of different concen-
trations of tamoxifen.

For a statistically solid analysis of cytoplasmic versus nu-
clear BZLF1 signals as well as membranous gp350 signals
in a population of cells, an automated analytic pipeline was
set up. To identify single cells, their nuclei were defined with
the help of the DAPI signal. This information was com-
bined with the CD147 signal located at the cells’ plasma
membranes to identify cell borders (see Supplementary Fig-
ure S20 for technical details). The resulting masks were used
to define the cytoplasmic and nuclear compartments of the
cells, followed by the unequivocal intra-cellular localization
of BZLF1 signals and the calculation of their cytoplasmic
or nuclear mean intensities together with signal intensities
of gp350 at the cells’ plasma membranes as functions of ta-
moxifen concentrations and time.

Figure 8, panel C summarizes the results of this analysis,
which is based on ∼ 72,000 cells in total. Levels of the cyto-
plasmic BZLF1 signal decreased by about half with only 5
nM and decreased further to reach the lowest value with 320
nM tamoxifen 12 h after tamoxifen induction. This trend
broke with 640 and 1,000 nM tamoxifen for unknown rea-
sons (Figure 8C, left plot). As a contra-movement, the nu-
clear BZLF1 signal increased continuously to reach very
high levels at 40 nM and its peak at a concentration of 80
nM tamoxifen (Figure 8C, middle plot). This dynamic and

steep increase saw some fluctuations and a slight decrease
of signal intensities at higher tamoxifen concentrations.

A gp350 signal at the plasma membrane was not de-
tectable with concentrations of up to 20 nM tamoxifen 72 h
after induction (Figure 8C, right plot). For comparison, at
this concentration of tamoxifen, BZLF1 reached half max-
imal nuclear levels after 12 h (Figure 8C, middle plot). At
a tamoxifen concentration of 40 nM, an initial gp350 sig-
nal became detectable, which increased in intensity to reach
its maximum at a tamoxifen concentration of 160 nM, but
decreased slightly at even higher tamoxifen concentrations.
Supplementary Figure S19 provides a complete panel of
micro-graphs for further inspection.

The careful analysis of this model supported our view
that the many BZLF1 binding sites in cellular chromatin
act as a sink to prevent an induction of EBV’s lytic phase
when BZLF1 is expressed at insufficient levels. On the con-
trary, the observed regulation characteristics suggests that
BZLF1 levels that reach a critical threshold lead to an im-
manent induction of EBV’s lytic phase in a dichotomous,
i.e. binary manner.

DISCUSSION

After infection and a short period of pre-latency, EBV es-
tablishes its latent phase, which results in a very stable
host–virus relationship. ln this phase, only very few pro-
teins are expressed in vivo probably to avoid the recogni-
tion and elimination of virus-infected cells by cellular im-
munity. Upon escape from latency, the immediate early vi-
ral protein BZLF1 is the first protein of the lytic phase
that is expressed. It induces the synthesis of additional vi-
ral proteins important for the complete transcriptional ac-
tivation of the lytic phase, viral factors for the autonomous
viral DNA replication, and viral genes that fend off the an-
tiviral immunity of the host organism. Therefore, the host
cell has to be manipulated and reorganized to free macro-
molecules, energy, cellular machines, and transport capac-
ity to support directly viral transcription, DNA replication,
and viral morphogenesis, processes that also require space
and occupy nuclear compartments to allow EBV’s pro-
duction and assembly. Since BZLF1 shows a strong struc-
tural homology with members of the cellular AP-1 protein
family (81) and binds their sequence motifs (82) genome
wide, we not only examined global changes in the cellu-
lar genome and transcriptome, but also asked if BZLF1 is
directly involved in these changes. We used two different
cell lines, Raji (EBV-positive) and DG75 (EBV-negative) to
be able to distinguish between effects directly induced by
BZLF1 and effects induced by viral proteins induced by
BZLF1.

BZLF1 reaches a high protein level in the lytic phase of B95-8
cells

In a first step, we investigated the BZLF1 protein levels in
the fraction of B95–8 cells that are in the lytic phase of
infection. We found very high molecule numbers per cell
(Supplementary Figure S1C) that are also reached upon
doxycycline-mediated induction in our Raji cell model. In
this model, the conditional BZLF1 allele has a basal leaky
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Figure 8. Expression of the late lytic viral glycoprotein gp350 as a function of nuclear levels of BZLF1. The HEK293 cell line 9G10 was engineered
to study the induction of EBV’s lytic phase with increasing doses of tamoxifen. The cell line carries several copies of a recombinant EBV genome and
expresses a chimeric BZLF1:ERT2 protein, which is cytoplasmic. Upon addition of tamoxifen, BZLF1:ERT2 shuttles to the nucleus where BZLF1 binds
to its cognate DNA binding motifs. Depending on a threshold concentration of nuclear BZLF1, tamoxifen can induce the lytic phase of EBV’s life cycle,
which is monitored by the expression of viral gp350 glycoprotein at the plasma membrane. (A) Cytoplasmic and nuclear BZLF1 signals 12 h after the
addition of different concentrations of tamoxifen as indicated. Scale bar indicates 10 micron. (B) Visualisation of the gp350 signal 72 h after the addition
of different concentrations of tamoxifen. No gp350 signal was visible at the cell membrane in the absence and up to 20 nM tamoxifen. A clear gp350 signal
becomes apparent at 160 nM tamoxifen in the series of selected microscopic images shown. Supplementary Figure S19 provides a complete set of images
covering all four channels analysed (DAPI, BZLF1, CD147, gp350) and all incremental doses of tamoxifen and at both time points. The images are example
derived from four biological and technical replicates. (C) Summary data from a total of about 18,000 cells per replicate (72,000 cells in total) analysed for
cytoplasmic and nuclear BZLF1 signals 12 h after the addition of escalating doses of tamoxifen (left and middle plots; small numbers underneath the error
bars indicate nM concentrations of tamoxifen). Expression of gp350 was determined 72 h after tamoxifen addition (right plot). Means and standard errors
of fours experiments are shown for all tamoxifen concentrations tested (5, 10, 20, 40, 80, 160, 320, 640 and 1,000 nM) normalised to the situation without
tamoxifen (0). BZLF1 signals are colored in red, gp350 signals are shown in orange. The y-axes show normalised intensity values. Supplementary Figure
S20 describes the analysis pipeline of the microscopic images that led to the data shown in panel C.
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expression, but at this level BZLF1 was incapable of induc-
ing EBV’s lytic cycle in Raji iBZLF1 cells (18) and in HEK
293 2089 iBZLF1 cells (Supplementary Figure S1D, E).
With this knowledge, we assumed that our model truly
reflects the functions of BZLF1 in latently-infected and
lytically-induced B cells.

BZLF1 binds two major motifs in the cellular genome with
high frequency and specificity

At 15 h levels, BZLF1 binds to several hundred thousand
sites in the Raji and DG75 cell genome, a finding which is
in agreement with the diffuse nuclear distribution of BZLF1
(83). We identified two major sequence motifs in 96 % and
95 % of all called BZLF1 peaks in Raji and DG75 iBZLF1
cells, respectively. The high number of differently composed
DNA sequence motifs led us to rank them according to
their presumed relative affinities of BZLF1 binding (Fig-
ure 2B,E). Their composition partially confirms previous
findings of Ramasubramanyan et al. (76), who, very much in
contrast to our study, identified 5,000 BZLF1 binding sites
in cellular genomic DNA, only. Our study now extends this
set of BZLF1 binding motifs and reveals that BZLF1 also
binds closely related motifs that terminate with a thymidine
residue (Supplementary Figure S2C, K).

The many cellular BZLF1 binding motifs might have an
obvious function supporting EBV’s life style. A cell that in-
completely activates EBV’s lytic phase is likely prone to be
eliminated by immediate antiviral T cell responses, because
the many lytic immune evasive viral genes are not timely and
properly expressed to fend off cytotoxic CD4+ and CD8+

effector T cells (84). It is therefore plausible that the transi-
tion from the latent to the lytic phase operates as a dichoto-
mous switch and not as a rheostat. During a perhaps erratic
expression of low BZLF1 levels the cellular genome with its
abundant number of high-affinity meZRE binding motifs
might act as a sink abrogating the activation of a subset of
viral lytic promoters by chance.

In this context, it is also interesting to speculate that
BZLF1’s numerous binding sites in cellular DNA have
evolved to differ from the related DNA binding motifs of
AP-1 sites because EBV does not intend to activate the dis-
crete sets of cellular targets that AP-1 induces. Rather, the
abundance of BZLF1 binding sites might buffer low level
expression of BZLF1 to prevent an erroneous, incomplete
and probably untimely induction of EBV’s lytic phase. Only
a strong inducing signal leads to BZLF1 levels sufficient to
bind both cellular and viral CpG containing high-affinity
motifs (TGWGCGA, Figure 1C, Supplementary Figure
S2G and TGWGCGT, Supplementary Figure S2C, K) and,
subsequently, the two canonical non-CpG motifs (TGW-
GYVA, Figure 1C, Supplementary Figure S2G and TG-
WGYVT, Supplementary Figure S2C, K). We know that
BZLF1 must bind certain low affinity binding sites in the
viral lytic origin of DNA replication to support efficient vi-
ral DNA amplification (12,85). Thus, the diverse and abun-
dant BZLF1 binding motifs in cellular DNA (>5 × 105)
together with the 85 binding motifs within the 66 identi-
fied BZLF1 ChIP peaks in EBV DNA (18) likely cooperate
to implement a molar switch that only flips when a certain
threshold concentration of BZLF1 protein is reached. Since

BZLF1 shows the same binding behavior in EBV positive
and negative cells, it is very likely that it binds the cellular
genome independently of other viral proteins.

The presumed functions of cellular BZLF1 binding sites

BZLF1’s role in cellular chromatin is not obvious, but it
might act at different levels. BZLF1 could induce or block
the expression of a few cellular factors that serve impor-
tant functions in EBV’s lytic phase similar to its role on vi-
ral genomic DNA. For example, BZLF1 has to induce the
BMLF1-BSLF2 gene (86) such that they together can ac-
tivate certain early EBV promoters (87). BZLF1 acts as a
replication factor together with the viral factors BALF2,
BALF5, BBLF2/3, BBLF4, BMRF1 and BSLF1 to initi-
ate lytic viral DNA replication (88), but BZLF1 also in-
duces the expression of these genes mainly via meZRE mo-
tifs (Figure 1C) with methylated CpG dinucleotides (12)
and probably together with BRLF1. Similarly, BZLF1 has
been reported to induce (or repress) numerous cellular genes
(89–100), but a clear picture depicting how BZLF1 regu-
lates cellular targets is lacking. BZLF1 is known to induce
a DNA damage response (DDR), which seems to be needed
for the full expression of BZLF1 and other downstream vi-
ral factors such as BMRF1. The induction of a DDR re-
quires that BZLF1 binds DNA (101). Thus, cellular BZLF1
binding sites might contribute to DDR induction, but how a
DDR could functionally support EBV’s lytic phase is uncer-
tain. Lastly, the many cellular BZLF1 binding sites might be
non-functional similar to 46–99 % of all binding sites of 59
different cellular transcription factors (102). The binding of
transcription factors to these sites did not lead to a measur-
able change in transcription levels of putative target genes
(102), but in the case of BZLF1 the many binding sites in
cellular chromatin might act as a sink to prevent the erratic
induction of EBV’s lytic phase and enable the activation of
EBV’s lytic phase via a dichotomous switch.

We challenged this hypothesis and designed an exper-
imental approach shown in Figure 8 (and Supplemen-
tary Figures S19 and S20). We made use of a hormone-
dependent nuclear shuttling of cytoplasmic BZLF1 pro-
tein to bypass the potential problem of a conditionally in-
duced and thus heterogeneous de novo expression of the
BZLF1 gene. We found that half maximal nuclear levels of
BZLF1 (at 20 nM tamoxifen) were incapable of inducing
the expression of gp350 at the cell surface (compare mid-
dle and right plots of Figure 8C), which serves as a proxy
of EBV’s lytic phase. At a concentration of 40 nM tamox-
ifen nuclear BZLF1 levels were almost maximal when ini-
tial gp350 signals became detectable at this escalating dose
60 h later (ibid). This observation is in agreement with the
idea that the vast number of meZREs in cellular chromatin
are preferentially bound at low and medium levels of nu-
clear BZLF1 protein. For the activation of EBV’s full lytic
phase BZLF1 also has to bind canonical ZREs with low
binding affinities in the lytic origin of DNA replication, ori-
Lyt, of EBV as mentioned above (12,85). The essential sites
likely compete with several hundred thousand ZRE mo-
tifs in cellular DNA (we have no detailed information on
HEK293 cells used in Figure 8, but information on Raji
and DG75 cells in Figure 2 is concordant with this esti-

D
ow

nloaded from
 https://academ

ic.oup.com
/nar/article/49/6/3217/6155940 by U

niversitaetsbibliothek M
uenchen user on 03 O

ctober 2022



3236 Nucleic Acids Research, 2021, Vol. 49, No. 6

mate). We conclude that a certain threshold level of BZLF1
dimers in cellular chromatin has to be reached to induce
EBV’s lytic cycle. The conclusion supports our hypothesis
of cellular BZLF1 binding sites to act as a sink that results
in the implementation of a molar dichotomous switch. This
switch might guarantee that molecular noise does not in-
terfere with making a discrete biological decision that will
generate virus progeny in the proper cells, eventually. Can-
celing of molecular noise and decision making are funda-
mental aspects in gene regulation in all cells (103).

It is pure speculation but certain cellular transcription
factors and the regulation of their target genes could fol-
low the viral principle and use an excess of binding sites
as a functional sink. Many transcription factors includ-
ing members of the AP-1 family have a plethora of bind-
ing sites in cellular chromatin. Their functionality has been
mostly enigmatic (102), but they, too, could act as a sink
for steady-state protein levels of transcription factors to al-
low an acute and powerful response to certain stimuli or
stress but only when the level of these transcription factors
exceeds a certain threshold upon induction. Similar to our
viral model, this threshold could be set by the ratio of func-
tional (i.e. gene-associated) versus non-functional (i.e. sink-
associated) binding sites that a given cellular transcription
factor can access and bind depending on epigenetic barriers.

BZLF1 induces open chromatin at its cellular binding sites,
but open chromatin in non-induced cells closes upon expres-
sion of BZLF1

Regions of open chromatin allow the binding of cellular fac-
tors, protein complexes and large nuclear machines. Open
chromatin is a prerequisite for chromatin-chromatin inter-
actions that contribute to the formation of topologically as-
sociating domains (TADs), chromosome territories and, ul-
timately, the nuclear architecture. Our genome-wide ATAC-
seq results indicate that the global accessibility of previously
open cellular chromatin is considerably reduced upon in-
duction of BZLF1 in Raji and DG75 iBZLF1 cells (Figure
3B and D). The effect is clearly stronger in Raji iBZLF1 cells
and might be supported by additional viral proteins, which
are induced by BZLF1. To our knowledge, only during em-
bryonic development the loss of chromatin-chromatin inter-
actions is a noted feature, which is seen in conjunction with
the formation of new TADs (104). Alternatively, an early
and general loss or even collapse of discrete chromatin-
chromatin interactions might prepare for a subsequent spa-
tial regulation of cellular chromatin including the increase
in volume of the nucleus of herpes virus infected cells, when
replication compartments or amplification factories form
(6,7).

Very much in contrast to the global loss of previously
open cellular chromatin, the binding of BZLF1 to silent
chromatin increases its local accessibility in Raji iBZLF1 as
well as DG75 iBZLF1 cells. BZLF1 is a pioneer factor (34)
and shares this function with other pioneer factors that bind
to repressed and generally inaccessible sequence motifs and
recruit chromatin remodelers to mobilize or even evict nu-
cleosomes at and in close proximity of their cognate binding
sites. Since the effect is identical in both cell lines no addi-
tional viral protein is involved in the local opening of chro-

matin. It is currently unclear why BZLF1 opens chromatin
at its many cellular binding sites but this phenomenon could
contribute to the transcriptional noise seen in both cell lines
upon BZLF1 expression (Figure 4C, F).

EBV’s lytic cycle induces a massive reduction of cellular tran-
scripts in Raji cells

A recent report suggested that BZLF1 might directly or
indirectly regulate ∼ 10 % of all protein-encoding genes
in B cells (76). Our data from DG75 iBZLF1 cells are in
strong contrast to this report and show that upon induction
of BZLF1 only few genes are substantially up- or down-
regulated in these cells. The expression of BZLF1 affects al-
most all cellular genes to a limited extent, but the regulation
has no directionality, i.e. the median value in the transcrip-
tome of DG75 cells does not change and thus gene regula-
tion appears disordered (Figure 4F).

In total contrast, in Raji cells only few cellular genes are
up-regulated, while the majority of transcripts (> 7,000)
are strongly reduced (Figure 4C) together with a substan-
tial spread of global transcriptional activity in the EBV-
positive cells. Conversely, viral transcripts are massively up-
regulated to accumulate to up to > 140,000 reads per viral
gene (Supplementary Figure S1E).

The global reduction of cellular transcripts depends on
BZLF1’s trans-activation domain (Figure 4B, C). BZLF1
can cause a restructuring of the cellular chromatin architec-
ture as seen in Figures 6 and 7 and in numerous examples
in Supplementary Data with a concomitant disturbance of
cellular transcription in DG75 and Raji iBZLF1 cells. Since
the global down-regulation of cellular genes only occurs in
the EBV-positive Raji iBZLF1 cell line, it can be assumed
that viral lytic genes other than BZLF1 cause this reduc-
tion. A likely viral candidate is the BGLF5 gene that is
highly expressed (87,000 reads, 170-fold induced) already
6 h after the activation of EBV’s lytic phase. BGLF5 is an
RNA exonuclease (105) that destroys viral as well as cellular
mRNAs non-specifically (106) causing the so-called host-
shutoff. Additionally, BGLF5 was described to potentially
contribute to immune evasion (107,108) and to support the
nuclear translocation of the PABPC protein together with
BZLF1. A nuclear accumulation of PABPC leads to hyper-
adenylated transcripts blocking their nuclear export and
translation (109,110).

Ramasubramanyan et al. also analysed the transcrip-
tome of Akata cells, an EBV-positive Burkitt lymphoma
cell line (76), but did not see a global reduction of cellular
transcripts in the lytic phase. The authors identified 2,300
genes of which 3

4 were up- and 1
4 down-regulated 24 h after

lytic induction of Akata cells. In contrast, we found 99 %
of cellular genes down- and 1 % up-regulated in Raji iB-
ZLF1 cells 6 h post-induction (Figure 4C). The discrep-
ancy between both studies can be explained by the chosen
threshold levels of bioinformatic analysis and mainly by the
method of normalisation. Based on the published literature
(105,106,109,110) we expected the mRNA content between
non-induced and induced cells to differ substantially. There-
fore, we added known molar amounts of poly-adenylated
ERCC spike-in RNAs to total RNA samples from identi-
cal numbers of viable cells. Conventional data processing
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and normalisation approaches mostly rely on average prin-
ciples and center the mean of the fold change around zero
independently of the RNA amount. We know from a con-
ventional analysis of our data that we would have missed
the profound global transcriptomic modifications in this
model of viral activation had we chosen this bioinformatic
approach.

Cellular gene regulation and promoter-binding of BZLF1 are
not necessarily linked

BZLF1 is known to be a promoter factor in the viral
genome and was also described to up- or down-regulate cel-
lular genes in different cells (89–100). When we correlated
cellular gene regulation and the occurrence of BZLF1 sites
in promoter regions, many genes with BZLF1 binding sites
were not regulated in both cell lines. This finding is in accor-
dance with previous reports in which transcription factors
were found to regulate only a subset of genes with which
they are spatially associated (102,111,112). In Raji iBZLF1
cells, BZLF1 binding sites could be found in 37–55 % of ap-
parently regulated genes, only (Figure 5), while these sites
could be found in 32–52 % in DG75 iBZLF1 cells. This cor-
relative finding contradicts the idea that BZLF1 binds to
cellular promoters and induces cellular gene expression. No
BZLF1 binding sites were identified in promoters of 45–63
% of genes in Raji iBZLF1 and 48–68 % in DG75 iBZLF1
cells, respectively, that are regulated after induced expres-
sion of BZLF1. Clearly, at the level of the lytically-induced
cells, BZLF1 does not follow the rules found in the viral
genome, where BZLF1 binds in close proximity to the tran-
scriptional start sites of its regulated genes (12).

Upon induction of EBV’s lytic cycle, cellular chromatin con-
nections detach

Using the Capture-C technique, we studied the chromatin
structure of 53 and 49 selected cellular genes in Raji and
DG75 iBZLF1 cells, respectively. We asked if BZLF1’s local
binding contributed to their regulation. In latently-infected
cells, we identified many distal regions that contact the pro-
moters’ captured regions −5 kb/+5 kb of the transcrip-
tional start sites. Uniformly, the number of chromatin in-
teractions rises slightly 6 h post-induction, but is substan-
tially reduced after 15 h in Raji iBZLF1 cells irrespective
of whether the analysed genes were up-, down- or non-
regulated. In DG75 iBZLF1 cells, the regulation of the
chromatin-chromatin interactions shows a similar but re-
duced tendency as in Raji iBZLF1 cells.

In both cell lines, DpnII fragments bound by BZLF1
do not show a stronger decrease of interactions, compared
to DpnII fragments not bound by BZLF1 (Supplementary
Figure S18). The regulation of the MYC locus could be
an exception, because BZLF1 might be directly involved
in the reduction of chromatin-chromatin contacts between
the heavy chain enhancer (HCE) and the MYC locus (Fig-
ure 7 and Supplementary Figure S16). No BZLF1 bind-
ing sites are located in the promoter region of the MYC
gene, but it forms strong contacts with HCE, which is rich
in BZLF1 binding sites. Already 6 h after induction, HCE-
MYC chromatin interactions decrease considerably in Raji

iBZLF1 cells and the MYC mRNA level is reduced to
two percent only (Figure 7). After 15 h, the contacts of
the heavy chain enhancer with the MYC locus are mainly
erased.

Clearly, studying 53 and 49 selected cellular loci in Raji
and DG75 cells, respectively, considers only 0.1–0.5 % of
about 10,000 to 50,000 3D chromatin interactions that ex-
ist in mammalian cells (113,114). The Capture-C technol-
ogy requires a pre-selection of loci of interest, which clearly
introduces a bias in the analysis and limits the significance
of our findings. Thus, Hi-C data would uncover topolog-
ically associating domains within the entire 3D space and
their presumed loss as a function of BZLF1 and at global
resolution. It is interesting to note that preliminary 3C ex-
periments revealed the loss a prominent chromatin interac-
tion within the viral mini-chromosome within hours after
lytic phase induction, suggesting that the loss of chromatin
interactions is not restricted to about 50 selected cellular
loci during the early lytic phase of EBV. This aspect needs
more experimental work also in the light of a most recent
paper that reports additional 3D modifications within ge-
nomic EBV DNA upon lytic phase induction in Akata cells
(115).

For our aim, the Raji cell model is advantageous be-
cause induction of EBV’s lytic phase is a well-established
and reliable function in this cell line. The viral BALF2 gene,
which is deleted in Raji EBV DNA (37), blocks the pro-
gression of the lytic phase prior to viral DNA amplifica-
tion and prevents the downstream formation of viral repli-
cation compartments. Clearly, their formation would intro-
duce yet another layer of complexity in studying the archi-
tecture of chromatin in lytically-induced cells, but this block
in Raji cells also limits our experimental analyses, which
only encompass the very early events in EBV’s lytic phase.
On the contrary, analyzing host chromatin composition in
cells such as the EBV-positive Akata cell line that supports
the entire lytic cycle including replication compartments
(5,6) and amplification factories (7) would add to this study.
Given the microscopically impressive alterations in the ar-
chitecture of the nucleus (116) that occur in the more ad-
vanced phase of lytic viral DNA replication, it is fair to
speculate that the entire chromatin composition including
topologically associating domains will be disrupted but pre-
sumably remodeled to become compacted at the periphery
of the nucleus (117).

Reduction in chromatin-chromatin interactions upon
BZLF1 expression is certainly an indirect effect, but the
molecular mechanisms need to be identified. The closing
of previously open chromatin might contribute to this phe-
nomenon and both effects combined could also cause the
massive increase in transcriptional noise observed in Raji
and DG75 iBZLF1 cells (Figure 4C and F). In Raji cells,
BZLF1 regulated lytic viral genes such as BGLF5 are possi-
ble candidates that might further contribute to the reduced
chromatin-chromatin interactions. This is because BGLF5
is not only an RNAse but also a DNAse that can affect ge-
nomic stability (118). BGLF5 acts as an endonuclease (119–
121) and exonuclease (121) and was found to induce DNA
damage in the cellular genome and instability of micro-
satellites in epithelial cells (122). A second viral candidate
that might contribute to the loss of chromatin interactions

D
ow

nloaded from
 https://academ

ic.oup.com
/nar/article/49/6/3217/6155940 by U

niversitaetsbibliothek M
uenchen user on 03 O

ctober 2022



3238 Nucleic Acids Research, 2021, Vol. 49, No. 6

is BALF3, which induces DNA strand breaks, meditates
genome instability (123) and supports efficient virion syn-
thesis (124).

In conclusion, upon induction of EBV’s lytic phase, we
found that cellular chromatin-chromatin interactions are
lost and the transcriptome of the cell is profoundly reduced
in Raji cells. Whereas BZLF1 seems to affect chromatin-
chromatin interactions, it does not cause the global reduc-
tion of cellular transcripts. Regions of accessible, hence
open chromatin in non-induced cells lose their accessibility
upon expression of BZLF1, but, conversely, BZLF1 bind-
ing sites in repressed cellular chromatin gain accessibility,
which is consistent with BZLF1’s role as a pioneer tran-
scription factor (34). These alterations in cellular chromatin
are massive and global, suggesting that they contribute to
the success of lytic induction and viral de novo synthesis. We
speculate that the alterations in the nucleus of the lytically-
induced cell help to make space for the asynchronous and
rapid viral DNA amplification (6,7) and/or for capsid mor-
phogenesis and mobility (125). They redirect basic cellular
functions including transcription, mRNA transport and ex-
port such that these resources and functions become avail-
able for the synthesis of viral transcripts and DNA and ad-
ditional virus-related downstream processes. Since some of
the molecular mechanisms of the underlying effects are un-
known, the race is now open for the search for the respon-
sible players.
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