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#### Abstract

A recently proposed history formalism is used to define temporal entanglement in quantum systems, and compute its entropy. The procedure is based on the time-reduction of the history density operator, and allows a symmetrical treatment of space and time correlations. Temporal entanglement entropy is explicitly calculated in two simple quantum computation circuits.
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## 1. Introduction

There are by now a number of proposals for defining and characterizing temporal entanglement. ${ }^{1-7}$ Using the history formalism developed in Refs. 8 and 9, we introduce in this note a time-reduced history density matrix. This tool allows for a symmetrical treatment of spatial and temporal entanglement, much in the spirit of the approach of Refs. 1, 2 and 7, but within a different framework to describe quantum states over time.

Since the work of Feynman ${ }^{10,11}$ (see also Dirac ${ }^{12}$ ), there have been various formulations of quantum mechanics based on histories, rather than on states at a given time. A very partial list of references, relevant for this paper, is given in Refs. 13-28.

Here, we use the history vector formalism introduced in Ref. 9, leading to a simple definition of history density operator for a quantum system. Taking "space" or "time" partial traces of this operator yields reduced density operators, and these can be used to characterize space or time entanglement between subsystems.

The history vector lives in a tensor space $\mathcal{H} \odot \mathcal{H} \cdots \odot \mathcal{H}$, where every $\mathcal{H}$ corresponds to a particular time $t_{i}$. The Born rules for probabilities and collapse are
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extended to history vectors in a straightforward way. Every history vector has a pictorial representation in terms of allowed histories, and its collapse after a measurement sequence entails the disappearance of some histories. As discussed in Ref. 9, this formalism is well suited to define entanglement of histories, and compute their density matrices and corresponding von Neumann entropies.

This approach is similar in spirit to the one advocated in Refs. $24-28$, but with substantial differences. In Refs. 24-28, the scalar product between history states depends on chain operators containing information on evolution and measurements. In our framework, the algebraic structure does not depend on the dynamics, and all possible histories (not only "consistent" sets) correspond to orthonormal vectors in $\mathcal{H} \odot \mathcal{H} \cdots \odot \mathcal{H}$. The dynamical information is instead encoded in the coefficients (amplitudes) multiplying the basis vectors.

This paper is arranged as follows. We summarize the formalism in Sec. 2. In Sec. 3, the space-reduced history density operator is recalled, and in Sec. 4 we introduce its time-reduced analog. The corresponding von Neumann entropy, discussed in Sec. 5, can be used to detect time correlations. In Sec. 6, we derive temporal entanglement entropies in two examples taken from quantum computation circuits. Section 7 concludes.

## 2. History Vector Formalism

### 2.1. History vector

A quantum system over time, together with measuring devices that can be activated at times $t_{1}, \ldots, t_{n}$, is described by a history vector living in $n$-tensor space $\mathcal{H} \odot \cdots \odot \mathcal{H}:$

$$
\begin{equation*}
|\Psi\rangle=\sum_{\alpha} A(\psi, \alpha)\left|\alpha_{1}\right\rangle \odot \cdots \odot\left|\alpha_{n}\right\rangle \tag{2.1}
\end{equation*}
$$

where $\alpha=\alpha_{1}, \ldots, \alpha_{n}$ is a sequence of possible measurement results (a "history"), obtained at times $t_{1}, \ldots, t_{n}$, and $\left|\alpha_{i}\right\rangle$ are a basis of orthonormal vectors for $\mathcal{H}$ at each time $t_{i}$. If the $\alpha_{i}$ eigenvalues are nondegenerate, $\left|\alpha_{i}\right\rangle$ are just the eigenvectors of the observable(s) measured at time $t_{i}$. For simplicity, we assume here nondegenerate eigenvalues (for the general case see Ref. 9). The product $\odot$ has all the properties of a tensor product. The coefficients $A(\psi, \alpha)$ are the history amplitudes, computed as

$$
\begin{equation*}
A(\psi, \alpha)=\left\langle\alpha_{n}\right| U\left(t_{n}, t_{n-1}\right) P_{\alpha_{n-1}} U\left(t_{n-1}, t_{n-2}\right) \cdots P_{\alpha_{1}} U\left(t_{1}, t_{0}\right)|\psi\rangle \tag{2.2}
\end{equation*}
$$

with $|\psi\rangle=$ initial state (at $t_{0}$ ). $P_{\alpha_{i}}$ is the projector on the eigensubspace of $\alpha_{i}$, and $U\left(t_{i+1}, t_{i}\right)$ is the evolution operator between times $t_{i}$ and $t_{i+1}$.

The data entering the history vector (2.1) are therefore:

- System data: evolution operator (or Hamiltonian), initial state $|\psi\rangle$.
- Measuring apparatus data: which observables are measured at different times $t_{i}$.


### 2.2. Probabilities

Using standard Born rules, it is straightforward to prove that the joint probability $p(\psi, \alpha)$ of obtaining the sequence $\alpha_{1}, \ldots, \alpha_{n}$ in measurements at times $t_{1}, \ldots, t_{n}$ is given by the square modulus of the amplitude $A(\psi, \alpha)$. If one defines the history projector

$$
\begin{equation*}
\mathbb{P}_{\alpha}=\left|\alpha_{1}\right\rangle\left\langle\alpha_{1}\right| \odot \cdots \odot\left|\alpha_{n}\right\rangle\left\langle\alpha_{n}\right| \tag{2.3}
\end{equation*}
$$

the familiar formula holds

$$
\begin{equation*}
p(\psi, \alpha)=\langle\Psi| \mathbb{P}_{\alpha}|\Psi\rangle=|A(\psi, \alpha)|^{2} \tag{2.4}
\end{equation*}
$$

generalizing Born rule to measurement sequences. The probabilities $p(\psi, \alpha)$ satisfy

$$
\begin{equation*}
\sum_{\alpha} p(\psi, \alpha)=\sum_{\alpha}|A(\psi, \alpha)|^{2}=1 \tag{2.5}
\end{equation*}
$$

due to completeness relations for the projectors $P_{\alpha_{i}}$ and unitarity of the evolution operators. As a consequence, the history vector is normalized:

$$
\begin{equation*}
\langle\Psi \mid \Psi\rangle=\sum_{\alpha}|A(\psi, \alpha)|^{2}=1 . \tag{2.6}
\end{equation*}
$$

Defining the chain operator:

$$
\begin{equation*}
C_{\psi, \alpha}=P_{\alpha_{n}} U\left(t_{n}, t_{n-1}\right) P_{\alpha_{n-1}} U\left(t_{n-1}, t_{n-2}\right) \cdots P_{\alpha_{1}} U\left(t_{1}, t_{0}\right) P_{\psi} \tag{2.7}
\end{equation*}
$$

sequence probabilities can also be expressed as

$$
\begin{equation*}
p(\psi, \alpha)=\operatorname{Tr}\left(C_{\psi, \alpha} C_{\psi, \alpha}^{\dagger}\right) \tag{2.8}
\end{equation*}
$$

Note. The operator $\mathbb{P}_{\alpha}$ defined in (2.3) projects onto the history state $\left|\alpha_{1}\right\rangle \odot \cdots \odot\left|\alpha_{n}\right\rangle$. One might wonder how to realize physically this basis history state. It must be such that a sequence of measurements will yield with certainty the values $\alpha_{1}, \ldots, \alpha_{n}$. This state can be realized by an appropriate choice of Hamiltonians governing the system in between measurement times. More precisely, the corresponding evolution operators $U\left(t_{i+1}, t_{i}\right)$ must be such as to connect the vectors $\left|\alpha_{i}\right\rangle,\left|\alpha_{i+1}\right\rangle$, i.e. $\left|\alpha_{i+1}\right\rangle=U\left(t_{i+1}, t_{i}\right)\left|\alpha_{i}\right\rangle$ (to obtain $|\phi\rangle=U|\chi\rangle$, it suffices to choose $U$ of the form $\sum_{k}\left|u_{k}\right\rangle\left\langle v_{k}\right|$, where $\left|u_{k}\right\rangle$ and $\left|v_{k}\right\rangle$ are orthonormal bases, and $\left.|\phi\rangle=\left|u_{1}\right\rangle,|\chi\rangle=\left|v_{1}\right\rangle\right)$. These evolution operators have no relation with the $U$ 's entering the amplitudes (2.2), and only serve the purpose of preparing the basis history states.

### 2.3. Sum rules

Note that

$$
\begin{equation*}
\sum_{\alpha_{n}} p\left(\psi, \alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)=p\left(\psi, \alpha_{1}, \alpha_{2}, \ldots, \alpha_{n-1}\right) \tag{2.9}
\end{equation*}
$$

## L. Castellani

However, other standard sum rules for probabilities are not satisfied in general. For example, relations of the type

$$
\begin{equation*}
\sum_{\alpha_{2}} p\left(\psi, \alpha_{1}, \alpha_{2}, \alpha_{3}\right)=p\left(\psi, \alpha_{1}, \alpha_{3}\right) \tag{2.10}
\end{equation*}
$$

hold only if the so-called decoherence condition is satisfied:

$$
\begin{equation*}
\operatorname{Tr}\left(C_{\psi, \alpha} C_{\psi, \beta}^{\dagger}\right)+c . c .=0 \quad \text { when } \alpha \neq \beta \tag{2.11}
\end{equation*}
$$

as can be checked on the example (2.10) written in terms of chain operators, and easily generalized. If all the histories we consider are such that the decoherence condition holds, they are said to form a consistent set, ${ }^{13}$ and can be assigned probabilities satisfying all the standard sum rules.

Sec. 6 provides two examples of consutent histomes,
Note. An example of consistent histories is provided by the two examples of Sec. $6 /$, while nonconsistent sets are necessary to describe e.g. the simplified Mach-Zehnder interferometer or the three box "paradox," as discussed in Ref. 8. Writing out condition (2.11) in detail, one sees that a consistent set is obtained if the projectors $P_{\alpha_{i}}$, evolved to a common time $t_{j}$, do commute. This means

$$
\begin{equation*}
\left[P_{\alpha_{i+1}}, U\left(t_{i+1}, t_{i}\right) P_{\alpha_{i}} U\left(t_{i}, t_{i+1}\right)\right]=0 \tag{2.12}
\end{equation*}
$$

implying that the observables measured at different times, once evolved to a common time, must commute. This is not the only criterion for a consistent set: for example if all histories contained in the history vector have different $\left|\alpha_{n}\right\rangle$ final state, it is immediate to check that the set is orthogonal in the sense of $\operatorname{Tr}\left(C_{\psi, \alpha} C_{\psi, \beta}^{\dagger}\right)=0$ when $\alpha \neq \beta$. This happens in the two examples in Sec. 6. For detailed considerations on consistent sets, see Ref. 14.

However histories do not form in general a consistent set: interference effects between them can be important, as in the case of the double slit experiment. For this reason, in our history formalism, we do not limit ourselves to consistent sets. Formula (2.4) for the probability of successive measurement outcomes holds true in any case.

### 2.4. Scalar and tensor products in history space

Scalar and tensor products in history space, i.e. the vector space spanned by the basis vectors $\left|\alpha_{1}\right\rangle \odot \cdots \odot\left|\alpha_{n}\right\rangle$, can be defined as in ordinary tensor spaces.
Scalar product:

$$
\begin{equation*}
\left(\left\langle\alpha_{1}\right| \odot \cdots \odot\left\langle\alpha_{n}\right|\right)\left(\left|\beta_{1}\right\rangle \odot \cdots \odot\left|\beta_{n}\right\rangle\right) \equiv\left\langle\alpha_{1} \mid \beta_{1}\right\rangle \cdots\left\langle\alpha_{n} \mid \beta_{n}\right\rangle \tag{2.13}
\end{equation*}
$$

and extended by (anti)linearity on all linear combinations of these vectors. This also defines bra vectors in history space.
Tensor product:

$$
\begin{equation*}
\left(\left|\alpha_{1}\right\rangle \odot \cdots \odot\left|\alpha_{n}\right\rangle\right)\left(\left|\beta_{1}\right\rangle \odot \cdots \odot\left|\beta_{n}\right\rangle\right) \equiv\left|\alpha_{1}\right\rangle\left|\beta_{1}\right\rangle \odot \cdots \odot\left|\alpha_{n}\right\rangle\left|\beta_{n}\right\rangle \tag{2.14}
\end{equation*}
$$

and extended by bilinearity on all linear combinations of these vectors. No symbol is used for this tensor product to distinguish it from the tensor product $\odot$ involving different times $t_{k}$.

This tensor product allows a definition of product history states, which are defined to be expressible in the following form:

$$
\begin{equation*}
\left(\sum_{\alpha} A(\phi, \alpha)\left|\alpha_{1}\right\rangle \odot \cdots \odot\left|\alpha_{n}\right\rangle\right)\left(\sum_{\beta} A(\chi, \beta)\left|\beta_{1}\right\rangle \odot \cdots \odot\left|\beta_{n}\right\rangle\right) \tag{2.15}
\end{equation*}
$$

or, using bilinearity:

$$
\begin{equation*}
\sum_{\alpha, \beta} A(\phi, \alpha) A(\chi, \beta)\left|\alpha_{1} \beta_{1}\right\rangle \odot \cdots \odot\left|\alpha_{n} \beta_{n}\right\rangle \tag{2.16}
\end{equation*}
$$

with $\left|\alpha_{i} \beta_{i}\right\rangle \equiv\left|\alpha_{i}\right\rangle\left|\beta_{i}\right\rangle$ for short. A product history state is thus characterized by factorized amplitudes $A(\psi, \alpha, \beta)=A(\phi, \alpha) A(\chi, \beta)$. If the history state cannot be expressed as a product, we define it to be history entangled. In this case, results of measurements on system $A$ are correlated with those on system $B$ and viceversa.

### 2.5. History density matrix

A system in the history state $|\Psi\rangle$ can be described by the history density matrix:

$$
\begin{equation*}
\rho=|\Psi\rangle\langle\Psi| \tag{2.17}
\end{equation*}
$$

a positive operator satisfying $\operatorname{Tr}(\rho)=1$ (due to $\langle\Psi \mid \Psi\rangle=1$ ). A mixed history state has density matrix

$$
\begin{equation*}
\rho=\sum_{i} p_{i}\left|\Psi_{i}\right\rangle\left\langle\Psi_{i}\right| \tag{2.18}
\end{equation*}
$$

with $\sum_{i} p_{i}=1$, and $\left\{\left|\Psi_{i}\right\rangle\right\}$ an ensemble of history states. Probabilities of measuring sequences $\alpha=\alpha_{1}, \ldots, \alpha_{n}$ in history state $\rho$ are given by the standard formula:

$$
\begin{equation*}
p\left(\alpha_{1}, \ldots, \alpha_{n}\right)=\operatorname{Tr}\left(\rho \mathbb{P}_{\alpha}\right) \tag{2.19}
\end{equation*}
$$

cf. Eq. (2.4) for pure states.

## 3. Space-Reduced Density Matrix

Consider now a system $A B$ composed by two subsystems $A$ and $B$, and devices measuring observables $\mathbb{A}_{i}=A_{i} \otimes I$ and $\mathbb{B}_{i}=I \otimes B_{i}$ at each $t_{i}$. Its history state is

$$
\begin{equation*}
\left|\Psi^{A B}\right\rangle=\sum_{\alpha, \beta} A(\psi, \alpha, \beta)\left|\alpha_{1} \beta_{1}\right\rangle \odot \cdots \odot\left|\alpha_{n} \beta_{n}\right\rangle \tag{3.1}
\end{equation*}
$$

where $\alpha_{i}, \beta_{i}$ are the possible outcomes of a joint measurement at time $t_{i}$ of $\mathbb{A}_{i}$ and $\mathbb{B}_{i}$. The amplitudes $A(\psi, \alpha, \beta)$ are computed using the general formula (2.2), with projectors

$$
\begin{equation*}
\mathbb{P}_{\alpha_{i}, \beta_{i}}=\left|\alpha_{i}, \beta_{i}\right\rangle\left\langle\alpha_{i}, \beta_{i}\right|=\left|\alpha_{i}\right\rangle\left\langle\alpha_{i}\right| \otimes\left|\beta_{i}\right\rangle\left\langle\beta_{i}\right| \tag{3.2}
\end{equation*}
$$
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corresponding to the eigenvalues $\alpha_{i}, \beta_{i}$. The density matrix of $A B$ is

$$
\begin{align*}
\rho^{A B} & =\left|\Psi^{A B}\right\rangle\left\langle\Psi^{A B}\right| \\
& =\sum_{\alpha, \beta, \alpha^{\prime}, \beta^{\prime}} A(\psi, \alpha, \beta) A\left(\psi, \alpha^{\prime}, \beta^{\prime}\right)^{*}\left(\left|\alpha_{1} \beta_{1}\right\rangle \odot \cdots \odot\left|\alpha_{n} \beta_{n}\right\rangle\right)\left(\left\langle\alpha_{1}^{\prime} \beta_{1}^{\prime}\right| \odot \cdots \odot\left\langle\alpha_{n}^{\prime} \beta_{n}^{\prime}\right|\right) \tag{3.3}
\end{align*}
$$

We define space-reduced density matrices by partially tracing on the subsystems:

$$
\begin{equation*}
\rho^{A} \equiv \operatorname{Tr}_{B}\left(\rho^{A B}\right), \quad \rho^{B} \equiv \operatorname{Tr}_{A}\left(\rho^{A B}\right) \tag{3.4}
\end{equation*}
$$

In general, $\rho^{A}$ and $\rho^{B}$ will not describe pure history states anymore. These reduced density matrices can be used to compute statistics for measurement sequences on the subsystems. Taking for example the partial trace on B of (3.3) yields:

$$
\begin{equation*}
\rho^{A}=\sum_{\alpha, \alpha^{\prime}, \beta} A(\psi, \alpha, \beta) A^{*}\left(\psi, \alpha^{\prime}, \beta\right)\left(\left|\alpha_{1}\right\rangle \odot \cdots \odot\left|\alpha_{n}\right\rangle\right)\left(\left\langle\alpha_{1}^{\prime}\right| \odot \cdots \odot\left\langle\alpha_{n}^{\prime}\right|\right) \tag{3.5}
\end{equation*}
$$

a positive operator with unit trace. The standard expression in terms of $\rho^{A}$ for Alice's probability to obtain the sequence $\alpha$ is

$$
\begin{equation*}
p(\alpha)=\operatorname{Tr}\left(\rho^{A} \mathbb{P}_{\alpha}\right) \tag{3.6}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbb{P}_{\alpha}=\left(P_{\alpha_{1}} \otimes I\right) \odot \cdots \odot\left(P_{\alpha_{n}} \otimes I\right), \quad P_{\alpha_{i}}=\left|\alpha_{i}\right\rangle\left\langle\alpha_{i}\right| . \tag{3.7}
\end{equation*}
$$

The prescription (3.6) yields

$$
\begin{equation*}
p(\alpha)=\sum_{\beta}|A(\psi, \alpha, \beta)|^{2}=\sum_{\beta} p(\alpha, \beta), \tag{3.8}
\end{equation*}
$$

i.e. the probability for Alice to obtain the sequence $\alpha$ in measuring the observables $A_{i}$.

On the other hand, the probability for Alice to obtain the sequence $\alpha_{1}, \ldots, \alpha_{n}$ with no measurements on Bob's part is in general different from (3.8). Indeed, the history vector of the composite system is different, since only Alice's measuring device is activated, and reads

$$
\begin{equation*}
\left|\Psi^{A B}\right\rangle=\sum_{\alpha} A(\psi, \alpha)\left|\alpha_{1}\right\rangle \odot \cdots \odot\left|\alpha_{n}\right\rangle \tag{3.9}
\end{equation*}
$$

where the amplitudes $A(\psi, \alpha)$ are obtained from the general formula (2.2) using the projectors $P_{\alpha_{i}}$ of (3.7). Here, the reduced density operator $\rho^{A}$ is simply

$$
\begin{equation*}
\rho^{A}=\sum_{\alpha, \alpha^{\prime}} A(\psi, \alpha) A\left(\psi, \alpha^{\prime}\right)^{*}\left|\alpha_{1}\right\rangle \odot \cdots \odot\left|\alpha_{n}\right\rangle\left\langle\alpha_{1}^{\prime}\right| \odot \cdots \odot\left\langle\alpha_{n}^{\prime}\right| \tag{3.10}
\end{equation*}
$$

(the trace on B has no effect, since history vectors contain only results of Alice), and the probability of Alice finding the sequence $\alpha$ is

$$
\begin{equation*}
p(\alpha)=\operatorname{Tr}\left(\rho^{A} \mathbb{P}_{\alpha}\right)=|A(\psi, \alpha)|^{2} \tag{3.11}
\end{equation*}
$$

differing in general from (3.8). Indeed $\sum_{\beta} A(\psi, \alpha, \beta)=A(\psi, \alpha)$ because of the completeness relation (at each time $t_{i}$ ) $\sum_{\beta}\left|\beta_{i}\right\rangle\left\langle\beta_{i}\right|=I$, so that

$$
\begin{equation*}
p(\alpha)=|A(\psi, \alpha)|^{2}=\left|\sum_{\beta} A(\psi, \alpha, \beta)\right|^{2} \tag{3.12}
\end{equation*}
$$

differing, in general, from (3.8).
In fact, the probabilities (3.8) and (3.12) coincide only when the evolution operator is factorized $U=U^{A} \otimes U^{B}$, i.e. when $A$ and $B$ do not interact. ${ }^{9}$ Thus, if there is no interaction, Bob cannot communicate with Alice by activating (or not activating) his measuring devices.

## 4. Time-Reduced Density Matrix

Partial traces of the history density matrix can be taken also on the Hilbert spaces $\mathcal{H}_{i}$ corresponding to different times $t_{\{k\}}=t_{k_{1}}, \ldots, t_{k_{p}}, p<n$. We call the resulting density matrices, involving only the complementary times $t_{\{j\}}=t_{j_{1}}, \ldots, t_{j_{m}}$ (i.e. with $j_{1}, \ldots, j_{m}$ and $k_{1}, \ldots, k_{p}$ having no intersection, and union coinciding with $1, \ldots, n$ ), time-reduced density matrices. They are used to compute sequence probabilities corresponding to measurements at times $t_{\{j\}}$, given that measurements are performed also at times $t_{\{k\}}$ without registering their result. Thus, they describe statistics for an experimenter that has access only to the measuring apparatus at times $t_{\{j\}}$, while the system gets measured at all times $t_{i}=t_{1}, \ldots, t_{n}$.
Consider a system described by the (pure) history vector (2.1). Its density matrix is

$$
\begin{equation*}
\rho=\sum_{\alpha, \alpha^{\prime}} A(\psi, \alpha) A\left(\psi, \alpha^{\prime}\right)^{*}\left|\alpha_{1}\right\rangle \odot \cdots \odot\left|\alpha_{n}\right\rangle\left\langle\alpha_{1}^{\prime}\right| \odot \cdots \odot\left\langle\alpha_{n}^{\prime}\right| . \tag{4.1}
\end{equation*}
$$

Dividing the set $\alpha=\alpha_{1}, \ldots, \alpha_{n}$ into the complementary sets $\alpha_{\{j\}}=\alpha_{j_{1}}, \ldots, \alpha_{i_{m}}$ and $\alpha_{\{k\}}=\alpha_{k_{1}}, \ldots, \alpha_{k_{p}}$, the $\{j\}$-time-reduced density matrix is defined by

$$
\begin{equation*}
\rho^{\{j\}}=\operatorname{Tr}_{\{k\}} \rho=\sum_{\alpha_{\{j,\}}, \alpha_{\{j\}}^{\prime}} \sum_{\{\{k\}} A\left(\psi, \alpha_{\{j\}}, \alpha_{\{k\}}\right) A^{*}\left(\psi, \alpha_{\{j\}}^{\prime}, \alpha_{\{k\}}\right)\left|\alpha_{\{j\}}\right\rangle\left\langle\alpha_{\{j\}}^{\prime}\right| \tag{4.2}
\end{equation*}
$$

with $\left|\alpha_{\{j\}}\right\rangle \equiv\left|\alpha_{j_{1}}\right\rangle \odot \cdots \odot\left|\alpha_{j_{m}}\right\rangle$. Using the standard formula, we find the probability for the sequence $\alpha_{\{j\}}$

$$
\begin{equation*}
p\left(\alpha_{\{j\}}\right)=\operatorname{Tr}\left(\mathbb{P}_{\alpha_{\{j\}}} \rho^{\{j\}}\right)=\sum_{\alpha_{\{k\}}}\left|A\left(\psi, \alpha_{\{j\}}, \alpha_{\{k\}}\right)\right|^{2}, \tag{4.3}
\end{equation*}
$$

where $\mathbb{P}_{\alpha_{\{j\}}}$ is the projector on the (sub)history $\alpha_{\{j\}}$, given by Eq. (2.3) with the $\alpha$ 's in $\alpha_{\{j\}}$.

On the other hand, if no measurements are performed at complementary times $t_{\{k\}}$, the probability for the same sequence $\alpha_{\{j\}}$ is simply

$$
\begin{equation*}
p\left(\alpha_{\{j\}}\right)=\mid A\left(\psi,\left.\alpha_{\{j\}}\right|^{2}\right. \tag{4.4}
\end{equation*}
$$
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in general differing from (4.3), see the discussion on sum rules after (2.9). Can this difference be used to violate causality? More precisely, can a future measurement by Alice be detected by herself in the past? The answer is of course negative, but the formal reason is interesting. It is based on the marginal rules of Sec. 2.3: no difference arises in the probabilities for an experimenter having access to measurement results up to time $t$, whether the system gets measured or not at times $t^{\prime}>t$, due to the validity of formula (2.9) that reproduces a classical sum rule. When $t^{\prime}<t$ this formula does not hold, and indeed past measurements have a verifiable impact on present statistics. This asymmetry in time is entirely due to the particular marginal rules for quantum probabilities of sequences.

## 5. Temporal Entanglement

### 5.1. Time tensor product between histories

The "time" tensor product $\odot$ introduced in Sec. 2.1 can be extended to a time tensor product between histories, in contradistinction with the product defined in Sec. 2.4, which could be referred to as a "space" tensor product.

The definition is given by the merging rule:

$$
\begin{equation*}
\left|\alpha_{\{j\}}\right\rangle \odot\left|\alpha_{\{k\}}\right\rangle \equiv\left|\alpha_{\{i\}}\right\rangle \tag{5.1}
\end{equation*}
$$

with $\{j\}$ and $\{k\}$ having no intersection and union equal to $\{i\}$. For example

$$
\begin{equation*}
\left(\left|\alpha_{1}\right\rangle \odot\left|\alpha_{3}\right\rangle \odot\left|\alpha_{5}\right\rangle\right) \odot\left(\left|\alpha_{2}\right\rangle \odot\left|\alpha_{6}\right\rangle\right)=\left|\alpha_{1}\right\rangle \odot\left|\alpha_{2}\right\rangle \odot\left|\alpha_{3}\right\rangle \odot\left|\alpha_{5}\right\rangle \odot\left|\alpha_{6}\right\rangle . \tag{5.2}
\end{equation*}
$$

We then denote $|\Psi\rangle$ as a time-separable history state if it can be expressed as a time product of two history states:

$$
\begin{equation*}
|\Psi\rangle=\left|\Psi_{1}\right\rangle \odot\left|\Psi_{2}\right\rangle \tag{5.3}
\end{equation*}
$$

in analogy with the "space" product history state of Sec. 2.4. Similarly, we find here that a history state

$$
\begin{equation*}
|\Psi\rangle=\sum_{\alpha_{\{i\}}} A\left(\psi, \alpha_{\{i\}}\right)\left|\alpha_{\{i\}}\right\rangle \tag{5.4}
\end{equation*}
$$

is time-separable if and only if the amplitudes factorize

$$
\begin{equation*}
A\left(\psi, \alpha_{\{i\}}\right)=A\left(\psi, \alpha_{\{j\}}\right) A\left(\psi, \alpha_{\{k\}}\right) \tag{5.5}
\end{equation*}
$$

with $\{j\}$ and $\{k\}$ having no intersection and union equal to $\{i\}$.
As a consequence, probabilities factorize and there are no temporal correlations between measurement results $\alpha_{\{j\}}$ and $\alpha_{\{k\}}$. If the amplitudes do not factorize, we call the history state a temporally entangled history state. Note that a time-separable state can still contain entangled sub-histories, exactly as a (space) separable state in a composite system $A B$ can still be entangled within the subsystems $A$ and $B$.

### 5.2. Temporal entanglement entropy

History entropy has been defined in Ref. 9 as the vo Newman entropy associated to the history state $\rho$ :

$$
\begin{equation*}
S(\rho)=-\operatorname{Tr}(\rho \log \rho) \tag{5.6}
\end{equation*}
$$

We have seen in Ref. 9 that when $\rho$ describes a (pure) space entangled system, partial traces of $\rho$ describe mixed history states. The same happens for (pure) time entangled systems: partial time-traces yield reduced density matrices describing mixed states. Examples taken from quantum computation circuits are discussed in the following section.

We call temporal entanglement entropy the vol Neumann entropy corresponding to the time-reduced density matrix.

## 6. Examples

In this section, we examine two examples of quantum systems evolving from a given initial state, and subjected to successive measurements. They are taken from simple quantum computation circuits, where unitary gates determine the evolution between measurements. Only two gates are used: the Hadamard one-qubit gate $H$ defined by

$$
\begin{equation*}
H|0\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle), \quad H|1\rangle=\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle) \tag{6.1}
\end{equation*}
$$

and the two-qubit CNOT gate:
$\longleftarrow \mathrm{CNOT}|00\rangle=|00\rangle, \quad \mathrm{CNOT}|01\rangle=|01\rangle, \quad \mathrm{CNOT}|10\rangle=|11\rangle$,


### 6.1. Entangler

The two-qubit entangler circuit of Fig. 1, with initial state $|00\rangle$, produces the entangled state $|\chi\rangle=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$ :


Fig. 1. Entangler circuit, and history graph for initial state $|00\rangle$.
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The history state that describes the system together with its measuring devices ${ }^{\text {a }}$ at times $t_{1}$ and $t_{2}$ is

$$
\begin{equation*}
|\Psi\rangle=A(00,00,00)|00\rangle \odot|00\rangle+A(00,10,11)|10\rangle \odot|11\rangle, \tag{6.3}
\end{equation*}
$$

where

$$
\begin{align*}
& A(00,00,00)=\langle 00| \mathrm{CNOT}|00\rangle\langle 00| H \otimes I|00\rangle=\frac{1}{\sqrt{2}}  \tag{6.4}\\
& A(00,10,11)=\langle 11| \mathrm{CNOT}|10\rangle\langle 10| H \otimes I|00\rangle=\frac{1}{\sqrt{2}} \tag{6.5}
\end{align*}
$$

are the only nonvanishing amplitudes. This simple system exhibits both space and time entanglement. Space entanglement is due to (ordinary) entanglement in the final state at $t_{2}$. Time entanglement is due to temporal correlations: the outcomes of measurements at $t_{1}$ are correlated with the outcomes at $t_{2}$. In other words, the history amplitudes $A\left(00, \alpha_{1} \beta_{1}, \alpha_{2} \beta_{2}\right)$ do not space-factorize as $A\left(0, \alpha_{1}, \alpha_{2}\right) A\left(0, \beta_{1}, \beta_{2}\right)$, and do not time-factorize as $A\left(00, \alpha_{1} \beta_{1}\right) A\left(00, \alpha_{2} \beta_{2}\right)$.
Note that the two histories in Fig. 1 are orthogonal, i.e. $\operatorname{Tr}\left(C_{00,10,11}^{\dagger} C_{00,00,00}\right)=0$, and therefore form a consistent set.
The history density matrix of the system is given by

$$
\begin{equation*}
\rho=\frac{1}{2}(|00\rangle \odot|00\rangle+|10\rangle \odot|11\rangle)(\langle 00| \mid \odot\langle 00|+\langle 10| \odot\langle 11|) . \tag{6.6}
\end{equation*}
$$

The space-reduced density matrices are

$$
\begin{align*}
& \rho^{A}=\operatorname{Tr}_{B}(\rho)=\frac{1}{2}[(|0\rangle \odot|0\rangle)(\langle 0| \odot\langle 0|)+(|1\rangle \odot|1\rangle)(\langle 1| \odot\langle 1|)],  \tag{6.7}\\
& \rho^{B}=\operatorname{Tr}_{A}(\rho)=\frac{1}{2}[(|0\rangle \odot|0\rangle)(\langle 0| \odot\langle 0|)+(|0\rangle \odot|1\rangle)(\langle 0| \odot\langle 1|)], \tag{6.8}
\end{align*}
$$

i.e. mixed history states, to be expected since $\rho$ is a pure space-entangled history state. ${ }^{\text {b }}$
The time-reduced density matrices are

$$
\begin{align*}
\rho^{\{1\}} & =\operatorname{Tr}_{\{2\}} \rho=\frac{1}{2}(|00\rangle\langle 00|+|10\rangle\langle 10|),  \tag{6.9}\\
\rho^{\{2\}} & =\operatorname{Tr}_{\{1\}} \rho=\frac{1}{2}(|00\rangle\langle 00|+|11\rangle\langle 11|), \tag{6.10}
\end{align*}
$$

i.e. mixed history states (in this case states corresponding to a single time), to be expected since $\rho$ is a pure time-entangled history state.

The history entropy corresponding to $\rho$ is $S(\rho)=0$ since $\rho$ is a pure history state, while the space and time entanglement entropies are $S\left(\rho^{A}\right)=S\left(\rho^{B}\right)=1$ and $S\left(\rho^{\{1\}}\right)=S\left(\rho^{\{2\}}\right)=1$ since they ${ }^{2 l l}$ have two eigenvalues equal to $\frac{1}{2}$.
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Fig. 2. Teleportation circuit, and history graph for initial state $(\alpha|0\rangle+\beta|1\rangle) \otimes \frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$.

### 6.2. Teleportation

The teleportation circuit ${ }^{32}$ is the three-qubit circuit given in Fig. 2, where the upper two qubits belong to Alice, and the lower one to Bob.
The initial state is a three-qubit state, tensor product of the single qubit $|\chi\rangle=$ $\alpha|0\rangle+\beta|1\rangle$ to be teleported and the two-qubit entangled Bell state $\left|\beta_{00}\right\rangle=$ $\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$. The history vector contains 8 histories (a consistent set):

$$
\begin{align*}
|\Psi\rangle= & \frac{1}{2}(\alpha|000\rangle \odot|000\rangle \odot|000\rangle+\alpha|000\rangle \odot|000\rangle \odot|100\rangle \\
& +\beta|100\rangle \odot|110\rangle \odot|010\rangle-\beta|100\rangle \odot|110\rangle \odot|110\rangle \\
& +\alpha|011\rangle \odot|011\rangle \odot|011\rangle+\alpha|011\rangle \odot|011\rangle \odot|111\rangle \\
& +\beta|111\rangle \odot|101\rangle \odot|001\rangle-\beta|111\rangle \odot|101\rangle \odot|101\rangle \tag{6.11}
\end{align*}
$$

the amplitudes being given by

$$
\begin{equation*}
A\left(\chi \otimes \beta_{00}, \alpha_{1}, \alpha_{2}, \alpha_{3}\right)=\left\langle\alpha_{3}\right| H_{1} P_{\alpha_{2}} \operatorname{CNOT}_{1,2} P_{\alpha_{1}}\left|\chi \otimes \beta_{00}\right\rangle \tag{6.12}
\end{equation*}
$$

For example

$$
\begin{equation*}
A\left(\chi \otimes \beta_{00}, 000,000,000\right)=\langle 000| H_{1}|000\rangle\langle 000| \mathrm{CNOT}_{1,2}|000\rangle\left\langle 000 \mid \chi \otimes \beta_{00}\right\rangle=\alpha / 2 \tag{6.13}
\end{equation*}
$$

where $H_{1} \equiv H \otimes I \otimes I$ and $\mathrm{CNOT}_{1,2} \equiv \mathrm{CNOT} \otimes I$.
As in the entangler example, here too the history state is space and time entangled. The partial traces of the history density matrix $\rho=|\Psi\rangle\langle\Psi|$ yield the density matrix for Alice:

$$
\begin{equation*}
\rho^{A}=\operatorname{Tr}_{B}(\rho)=\frac{1}{2}|\phi\rangle\langle\phi|+\frac{1}{2}|\chi\rangle\langle\chi| \tag{6.14}
\end{equation*}
$$

## L. Castellani

with

$$
\begin{align*}
|\phi\rangle= & \frac{1}{\sqrt{2}}(\alpha|00\rangle \odot|00\rangle \odot|00\rangle-\alpha|00\rangle \odot|00\rangle \odot|10\rangle+\beta|10\rangle \odot|11\rangle \odot|01\rangle \\
& -\beta|10\rangle \odot|11\rangle \odot|11\rangle), \\
|\chi\rangle= & \frac{1}{\sqrt{2}}(\alpha|01\rangle \odot|01\rangle \odot|01\rangle-\alpha|01\rangle \odot|01\rangle \odot|11\rangle+\beta|11\rangle \odot|10\rangle \odot|00\rangle  \tag{6.15}\\
& -\beta|11\rangle \odot|10\rangle \odot|10\rangle)
\end{align*}
$$

and the density matrix for Bob:

$$
\begin{equation*}
\rho^{B}=\operatorname{Tr}_{A}(\rho)=\frac{1}{2}(|0\rangle \odot|0\rangle \odot|0\rangle\langle 0| \odot\langle 0| \odot\langle 0|+|1\rangle \odot|1\rangle \odot|1\rangle\langle 1| \odot\langle 1| \odot\langle 1|) \tag{6.16}
\end{equation*}
$$

As expected, both reduced history density operators describe mixed states. They both have two nonzero eigenvalues equal to $1 / 2$, and the (space) entanglement entropy is therefore $S\left(\rho^{A}\right)=S\left(\rho^{B}\right)=-\frac{1}{2} \log \frac{1}{2}-\frac{1}{2} \log \frac{1}{2}=1$.

Next, we compute the time-reduced density matrices. We can take partial traces of $\rho$ over any combination of $t_{1}, t_{2}, t_{3}$. For example taking the partial trace over $t_{1}$ and $t_{2}$ yields the time-reduced density matrix for the system at time $t_{3}$ :

$$
\begin{equation*}
\rho^{\{3\}}=\operatorname{Tr}_{t_{1}, t_{2}}(\rho)=\frac{|\alpha|^{2}}{2}([+00]+[+11])+\frac{|\beta|^{2}}{2}([-10]+[-01]) \tag{6.17}
\end{equation*}
$$

where $[ \pm 00]$ indicates the projector on the vector $\frac{1}{\sqrt{2}}(|0\rangle \pm|1\rangle)|00\rangle$, etc. This density matrix describes a mixed state. Its eigenvalues are $\frac{|\alpha|^{2}}{2}, \frac{|\alpha|^{2}}{2}, \frac{|\beta|^{2}}{2}, \frac{|\beta|^{2}}{2}$, and therefore the time entanglement entropy is

$$
\begin{equation*}
S\left(\rho^{\{3\}}\right)=-|\alpha|^{2} \log |\alpha|^{2}-|\beta|^{2} \log |\beta|^{2}+1 \tag{6.18}
\end{equation*}
$$

Setting $p=|\alpha|^{2}$, the entropy $S(p)=1-p \log p-(1-p) \log (1-p)$ is maximum and equal to $\log 2+1=2$ when $p=1 / 2$, and is minimum and equal to 1 when $p=0,1$.

Taking the partial trace on the time complementary to $t_{1}, t_{2}$, i.e. on $t_{3}$, yields the time-reduced density matrix:

$$
\begin{equation*}
\rho^{\{1,2\}}=\operatorname{Tr}_{t_{3}}(\rho)=\frac{|\alpha|^{2}}{2}([000 \odot 000]+[011 \odot 011])+\frac{|\beta|^{2}}{2}([100 \odot 110]+[111 \odot 101]), \tag{6.19}
\end{equation*}
$$

where $[000 \odot 000]$ is the projector on the history vector $|000\rangle \odot|000\rangle$, etc. This reduced density matrix has, as expected, the same eigenvalues as $\rho^{\{3\}}$, and corresponds therefore to the same time entanglement entropy.

Finally, taking the partial trace of $\rho$ on $t_{2}, t_{3}$ yields the time-reduced history density matrix:

$$
\begin{equation*}
\rho^{\{1\}}=\operatorname{Tr}_{t_{2}, t_{3}}(\rho)=\frac{|\alpha|^{2}}{2}([000]+[011])+\frac{|\beta|^{2}}{2}([100]+[111]) \tag{6.20}
\end{equation*}
$$

corresponding again to the same time entanglement entropy as in (6.18). Note that if no measurements are performed at $t_{2}, t_{3}$ the history density matrix at $t_{1}$ remains the same as in (6.20), due to quantum marginal rules of type (2.9). Indeed performing or not measurements at $t>t_{1}$ cannot change statistics at $t_{1}$.

## 7. Conclusions

The history formalism of Ref. 9 permits a symmetrical treatment of space and time correlations, based on the reduced history density operator. The same history density $\rho$ can be partially traced both on space and time subsystems: in fact space and time partial tracings commute, so that the resulting reduced density does not depend on the order of the tracings, and describes the statistics of an observer having limited (in space and time) access to the system. Despite the similarity in computing space and time correlations, the history formalism is not Lorentz covariant since the evolution operators entering the history state vector fevolved the system in time, and not in $H$ propagate space. On the other hand, a Lorentz covariant history formalism would be conceivable in the description of geometric theories like gravity, where indeed one has evolution operators both in time and space.
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[^0]:    ${ }^{\text {a }}$ We consider here measurements in the computational basis.
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