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Abstract
In the last few years large-scale foundational models
have shown remarkable performance in computer vision
tasks. However, deploying such models in a production
environment poses a significant challenge, because of
their computational requirements. Furthermore, these
models typically produce generic results and they of-
ten need some sort of external input. The concept of
knowledge distillation provides a promising solution to
this problem. In this paper, we focus on the challenges
faced in the application of knowledge distillation tech-
niques in the task of augmenting a dataset for object
detection used in a commercial Visual Recommender
System called VISIDEA; the goal consists in detecting
items in various e-commerce websites, encompassing a
wide range of custom product categories. We discuss a
possible solution to problems such as label duplication,
erroneous labeling and lack of robustness to prompting,
by considering examples in the field of fashion apparel
recommendation.

Introduction
Visually-aware Recommender Systems (VRS) have
emerged as a powerful tool in the field of e-commerce,
providing personalized product recommendations based on
visual similarity and user preferences (McAuley et al. 2015;
He and McAuley 2016; Packer, McAuley, and Ramisa 2018;
Shankar et al. 2017; Tautkute et al. 2019). As described
in (Abluton 2022), while traditional recommender systems
primarily rely on user-item interactions, VRS leverage
image similarity and visual search techniques to enhance
the recommendation process. The fundamental building
blocks entailing these systems are the following.
• Image Similarity and Feature Extraction. At the core

of any content based instance retrieval system, such as
a visual recommender, is the ability to characterize and
compare different visual content (Chen et al. 2023). This
involves extracting meaningful features from images,
which can be extracted by means of statistical analysis
such as a simple color histogram or can be produced by
complex deep learning models as in the case we are study-
ing.
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• Visual Search. It is a crucial component of visual rec-
ommender systems; it involves the detection of objects or
items within user supplied images, and a suitable retrieval
strategy of similar objects. This task is carried out by deep
learning object detection models, enabling the system to
identify products or items within the images with varying
levels of accuracy. Most similar items to the one detected
are then searched and retrieved.

In summary, to build a proper VRS two main modules are
needed:

1. an image embedding module, responsible for producing
embeddings of images that are capable of describing the
images in enough detail to perform a successful similarity
search, e.g. embeddings of similar items must be as close
as possible in the latent space.

2. an object detection module, able to recognize rele-
vant items in images of products extracted from an e-
commerce picture or from user-uploaded content.

While the use of a large multimodal pre-trained model
such as CLIP (Radford et al. 2021) has empirically proven
to be more than enough to produce accurate vector embed-
dings of images, the dataset composition on which the object
detection model is trained plays a pivotal role in determining
the system’s capability to recognize a broad array of objects.
More importantly, the classes within the dataset correspond
to the actual items within a potential e-commerce platform
that would utilize the recommender system, making it a crit-
ical factor influencing the system’s capacity to identify and
classify diverse items.

In the present work, we aim at discussing a solution for
a VRS called VISIDEA1 operating in a Recommendations
as a Service (RaaS) setting. Traditionally, recommendation
systems were embedded within specific applications, requir-
ing significant engineering effort and resources to imple-
ment and maintain. With the emergence of cloud comput-
ing and micro-service architectures, the concept of RaaS has
gained prominence; it arguably will transform the recom-
mender system business landscape, since recommendation
engines are an obvious domain for SaaS-based solutions, es-
pecially for SMEs.

1https://visidea.ai



A main obstacle to the deployment of an efficient VRS is
the capability to deal with cross-domain applications (Ka-
mani, Kumar, and Kagita 2023); this is particularly relevant
when we want to build a recommendation platform able to
recognize images from very different commercial categories
such as fashion apparels, furniture or jewelry (which are all
item categories where visual appearance is fundamental).
In this context, the challenge of domain adaptation refers
to the ability to accommodate a wide range of e-commerce
websites that query the system, each one with its own set
of products and classes of objects. Moreover, even in the
case of a given specified domain (such as fashion apparels),
also cross-catalog adaptability is very often necessary; this
means that the VRS must be able to deal with different cat-
alog categories from different e-commerce sites, each one
using its own item characterization and classification.

To ensure accurate and relevant recommendations across
different domains or catalogs, the system needs to be able
to quickly adapt and add new classes of objects to its ob-
ject detection dataset. As an example, in the fashion indus-
try, e-commerce websites frequently introduce new cloth-
ing styles, accessories, or product categories to attract cus-
tomers. A fashion e-commerce platform might start selling a
category of products that the existing object detection model
may not be able to detect, because the original dataset on
which it has been trained does not have that class in its la-
bels.

Traditional object detection models rely on extensive
training data for each object class they are supposed to
detect. When a new class appears, there is often a short-
age of labeled training data, making it challenging to effec-
tively fine-tune the model. To tackle this issue, in this paper
we propose tom exploit a knowledge distillation approach
to map items contained in e-commerce images to the cus-
tom class labels of the e-commerce site. This method lever-
ages techniques like transfer learning and knowledge dis-
tillation (Gou J. 2021) to efficiently transfer the knowledge
from large foundational models to smaller and faster models
that can handle the new classes. The main problem we ad-
dress here is to fine-tune a visual model in order to adapt the
target classes to a specific e-commerce site having a set of
custom product categories. We focus on the fashion domain,
where different e-stores may either sell different categories
of clothing apparels or they may characterize the same cat-
egory in different ways, for instance under different labels.
As previously mentioned, the context we consider is that of
VISIDEA VRS, an e-commerce platform plugin that aims to
offer a wide range of recommender modalitites as a service,
so that both developers and business operators can add rec-
ommendation capabilities to their platforms through APIs.
It allows a seamless integration into various applications
and websites, by focuses on offering recommendations for
e-commerce sectors where image-based recommendation is
crucial, and where the ever-changing nature of the markets
is a factor.

Knowledge Distillation through Autodistill
Distillation-based processes, similar to those used in natural
language processing, have been applied to create more com-

pact models that derive their knowledge from larger, pre-
existing models.

The Autodistill package2 offers automated image labeling
using foundational models that have undergone training on
an extensive dataset, drawing on millions of images and sig-
nificant computational resources invested by major indus-
try leaders such as Meta, Google, and Amazon. The resul-
tant dataset can subsequently serve as a valuable resource
for training cutting-edge models, harnessing their efficiency
and reliability for deployment in production environments.
Autodistill provides a selection of base models and target
models. One of the base models can generate a dataset in
the precise format needed for the chosen target model. Con-
sequently, training the target model on this generated dataset
represents the actual ”distillation” of knowledge.

Amongst the pletora of base models offered by Autodis-
till, we choose to employ GroundingDINO (Liu et al. 2023),
an extension of the DINO (Caron et al. 2021) model devel-
oped precisely for the purpose of zero-shot object detection.
DINO is a self-supervised learning method for visual rep-
resentation learning. It introduces a novel training objec-
tive that encourages visual representations to emerge with
consistent semantic properties. DINO achieves this by con-
trasting multiple views of the same image and optimizing a
similarity-based loss function.

GroundingDINO is an extension of DINO that focuses on
grounding visual representations with textual descriptions.
It leverages the contrastive learning framework of DINO to
learn representations that capture the semantics of both im-
ages and text. GroundingDINO performs joint training with
image-text pairs and learns to align the visual and textual
modalities by maximizing their similarity.

Autodistill needs as input both the images to label and
a description of the objects to detect inside those images
which is called the “ontology”. The ontology comes in
the following format: {"prompt": "label"} where the
prompt is a natural language description of the object to
detect and the label is simply the associated class name.
In particular, we restrict our attention to the so called
CaptionOntologywhich is used to prompt a base model
with a text caption and maps them into class names. The goal
is to recognize specific prompted objects into the image and
associate them to the given class label. In our setting, the aim
is to map specific products pictured in a given image into the
set of classes the VRS has to deal with.

According to Autodistill, a base model can be prompted
in order to recognize and label several objects inside an im-
age at the same time, (by specifying an ontology with sev-
eral prompts, one for each object to be labeled). However,
even if this facility appears to be functional to an efficient
labeling of the objects within an image, we observed some
unexpected results when dealing with ontologies containing
more than one class label. In these scenarios, the distillation
process resulted in the labeling of all objects within the im-
ages with every possible class specified in the ontology. In
particular, we identified two main issues:

• label duplication: several objects within the image were

2https://github.com/autodistill



labeled with the expected label, but also with almost every
other class present in the ontology.

• erroneous labelling: objects within the image were of-
ten mislabeled with classes that did not correspond to the
expected one.

This means that the distillation process was both overly in-
clusive in assigning labels and also misinterpreting parts of
the image as objects belonging to classes unrelated to the
actual target. These issues posed a significant obstacle in
achieving precise and reliable object labeling, particularly
when dealing with images containing multiple objects be-
longing to different classes.

Moreover, another important aspect is the sensitivity of
the provided prompts. Even minor variations in the wording
of prompts could have a profound impact on the quality and
accuracy of the produced dataset. This sensitivity is notable
when generating labels for specific objects, as it directly in-
fluences the model’s ability to correctly identify and catego-
rize objects within images. To illustrate this issue, let’s con-
sider a practical example. Suppose the objective is to iden-
tify swimsuits within images. If we provide a simple prompt
such as “a picture of a swimsuit” to guide the model, we
noticed that this may often result in the model not only cor-
rectly identifying the swimsuit itself but also erroneously as-
sociating the ”swimsuit” class with the whole person wear-
ing it (see Figure 1). In other words, the labeling extended
beyond the target object to encompass the broader context.

Minor alterations of the prompt such as “a swimsuit” led
to significantly improve the results as shown in Figure 1.
The model’s ability to distinguish between the swimsuit as
the target object and the person wearing it as the contextual
background became notably more precise.

Figure 1: Example of the importance of choosing the right
prompt

In order to have a better understanding the above men-
tioned issues (i.e. the identification of objects not directly

Class Prompt Prec F1
pants “pants” 0.856 0.922
pants “trousers” 0.874 0.933
pants “slacks” 0.870 0.930
pants “full length trousers” 0.912 0.954
pants “full length slacks” 0.906 0.951

sweater “sweater” 0.411 0.582
sweater “sweatshirt” 0.432 0.603
sweater “jumper” 0.090 0.163
sweater “pullover” 0.230 0.374
cardigan “cardigan” 0.533 0.696
cardigan “sweater” 0.800 0.889
cardigan “sweatshirt” 0.706 0.827
cardigan “jumper” 0.316 0.480
cardigan “pullover” 0.500 0.667

jacket “jacket” 0.806 0.893
jacket “denim jacket” 0.731 0.844
jacket “leather jacket” 0.845 0.916
jacket “bomber jacket” 0.862 0.926
jacket “parka” 0.063 0.118
jacket “coat” 0.814 0.897
jacket “trench coat” 0.644 0.783
jacket “rain coat” 0.811 0.896

Table 1: Prompt evaluation: synonyms

related to what one is actually searching for), we performed
some evaluations. In particular, we considered a single-label
prompting, where only one specific class is searched in the
image. This resulted in a great mitigation of the errors re-
lated to label duplication since only one class is searched.

We selected a reference dataset among the ones used by
VISIDEA containing 998 pictures of fashion apparels worn
by people, distributed among 28 classes. We produced more
than 5800 annotations on which to prompt the images. We
have then performed several experiments by prompting the
dataset in order to search specific items to map into the de-
sired classes. We evaluated precision, recall and F1-score of
the results. Firstly, we decided to test the sensitivity of the
results to the prompt, by considering different variations of
the prompt sentence (such as in the example provided in Fig-
ure 1), and we noticed that in general, specific words related
to the searched items (e.g., “pants” or “full-lenght pants”)
were better that more complex prompting sentences (e.g.,
“identify the pants worn by the person”). This evaluation is
particularly related to the precision dimension, since in all
the experiments we obtained a perfect recall (i.e., no prompt
missed the searched item, but several prompts returned items
not related to the one of interest).

Secondly, we investigated the influence of synonyms on
the results; this is particularly important in this context, since
once we have decided to focus on a specific compact prompt
(usually just a single word) to extract the item to map in the
corresponding class label, then the problem is to decide the
“right” word to use to get the desired result. Table 1 reports
an excerpt of the evaluation on possible synonyms for some
classes contained in the dataset. Since recall is always per-
fect (as already mentioned) we show here precision and F1-



score obtained on different target classes and prompts. We
can notice that there may be situations where the identifica-
tion process is rather robust to the change of the prompt (e.g.,
the “pants” class), while there are situations where the iden-
tification largely depends on the “right” synonym. In partic-
ular, it is interesting to notice the behavior on the “cardigan”
class, which is one of the 28 reference classes in our dataset.
The use of the exact class label is in this case significantly
less precise that the use of a more general synonym such as
“sweater”. This is probably due to the fact that the distilla-
tion process has not been sufficiently trained on this specific
class of product.

In conclusion, in order to face the problem of mapping vi-
sual information of items into the desired class, these results
suggest a strategy where:

1. only a single label is searched in the image to be pro-
cessed, eventually re-using the same picture to search for
multiple items;

2. prompts are built by focusing on specific words that can
be considered as reasonable synonyms of the class to be
mapped.
The use of compact (single word) prompts is useful in the

context of VRS where pictures of items usually contain a
specific product to be put on sale; moreover, the adoption of
a suitable set of synonyms allows one to be able to identify
the right item to map in the custom class, even if the distilla-
tion process does not deal very well with the corresponding
label (see the “cardigan” class example above).

Conclusion and Future Works
In the context of the VISIDEA VRS, the single-label prompt-
ing approach yielded promising results, with the majority of
images correctly labeled. The model demonstrated compe-
tence in identifying and associating the label with the in-
tended class. Certain errors persisted, particularly when hu-
man models are a relevant part of the picture. In such in-
stances, the model occasionally struggled to differentiate be-
tween the clothing, which was the intended target object,
and the person wearing it, considered as part of the contex-
tual background. This issue highlighted the complexities in-
volved in recognizing objects within a contextual setting and
remarks the need to find better methodologies to refine foun-
dational models, that frequently end up in being too generic
to be actually used in a real world commercial application.

In moving forward, our research endeavors aim to over-
come the challenges encountered in the single-label labeling
approach within Autodistill. While this method has shown
promising results in isolating and labeling objects, it still
requires significant manual data collection efforts for each
class and struggles in complex contextual scenarios. Our vi-
sion for the future involves the development of a more ad-
vanced and efficient solution that harnesses spatial and rela-
tional knowledge. This solution seeks to infer accurate ob-
ject labels by analyzing the interplay between objects within
an image. By leveraging sophisticated techniques for recog-
nizing object relationships and spatial configurations such as
attention mechanisms or graph neural networks, we aspire to
enhance the quality and precision of image labeling even in

a multi-label prompt setting. Furthermore, we aim to evalu-
ate the proposed solution on a diverse range of specialized
tasks to assess its generalization capabilities and robustness.
This will involve conducting extensive experiments on vari-
ous datasets and comparing the performance of the proposed
approach to existing state-of-the-art models. We believe that
this research direction has the potential to significantly im-
prove the performance of models in specialized domains and
pave the way for more accurate and reliable automatic la-
belling systems.
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