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FLUCTUATIONS OF POLYSPECTRA IN SPHERICAL AND

EUCLIDEAN RANDOM WAVE MODELS

FRANCESCO GROTTO, LEONARDO MAINI, AND ANNA PAOLA TODINO

Abstract. We consider polynomial transforms (polyspectra) of Berry’s model
–the Euclidean Random Wave model– and of Random Hyperspherical Har-
monics. We determine the asymptotic behavior of variance for polyspectra
of any order in the high-frequency limit. In particular, we are able to treat
polyspectra of any odd order q ≥ 5, whose asymptotic behavior was left as
a conjecture in the case of Random Hyperspherical Harmonics by Marinucci
and Wigman (Comm. Math. Phys. 2014). To this end, we exploit a relation
between the variance of polyspectra and the distribution of uniform random
walks on Euclidean space with finitely many steps, which allows us to rely on
technical results in the latter context.

1. Introduction and Main Results

A Random Wave model (RW) can be defined as a random field on a Riemannian
manifold given by a random combination of eigenfunctions of the Laplace-Beltrami
operator at a fixed frequency, or within a small frequency bandwidth. The study
of such stochastic objects dates back to the works of Berry and Zelditch [1, 29]
and it is now a well-established area of research, in which properties of nodal sets
of RWs and the comparison with their deterministic counterpart have garnered
significant focus (cf. [28] for a recent survey). In homogeneous spaces such as
Rd, the hypersphere Sd or the hyperbolic space Hd (cf. respectively [13, 16, 9]
for specific discussions), RWs also appear naturally in the spectral decomposition
of isotropic Gaussian random fields, that is Gaussian fields whose law (thus, its
covariance function) is invariant under isometries of the underlying manifold, as
detailed in [8].

In this note, we focus on Gaussian RWs on Euclidean space Rd and on the (hy-
per)sphere Sd ⊂ Rd+1. Our main result, Theorem 1.3, establishes asymptotics for
(variances of) polynomial transforms of those RWs. In particular, we complete the
high-frequency asymptotic description of the so-called polyspectra, that is integrals
of Hermite polynomials of the RWs on fixed space domains: the case of Hermite
polynomials of large odd order was left as a conjecture on hyperspheres in [19, 17]
and was not discussed in works (such as [22, 13]) in the Euclidean case (see Remark
1.4 for a precise comparison with previous results). Polyspectra constitute the el-
ementary objects in the Wiener chaos decomposition of functionals of Gaussian
RWs, therefore their asymptotics play a crucial role in the Wiener chaos approach
to limit theorems.
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2 F. GROTTO, L. MAINI, AND A. P. TODINO

In order to prove Theorem 1.3 we will exploit a peculiar relation with uniform
random walks on Euclidean space, and the well-established theory of those random
processes. To some extent, this resembles a connection with short random walks
considered in the case of random spherical harmonics in [14, 15].

Notation. We regard the d-dimensional sphere Sd = {x ∈ Rd+1 : |x| = 1} as an
embedded manifold of codimension 1; we denote by σd the induced volume measure
and by ωd = σd(S

d) = 2π(d+1)/2/Γ
(
d+1
2

)
the total volume. The geodesic distance

on Sd is given by d(x, y) = cos−1(x · y), x · y denoting the Euclidean scalar product
in Rd+1.

We denote by BE
d (x,R) ⊂ Rd the ball of radius R in Rd centered at the point x.

When the context allows it, we lighten the notation omitting dependencies, writing
for instance BR to denote a ball of radius R whose center can be chosen arbitrarily.
The same applies to geodesic balls BS

d (x,R) ⊂ Sd. The symbol χA denotes the
indicator function of a set A.

The symbol C denotes a positive constant, possibly differing in any of its oc-
currences, and depending only on eventual subscripts, as in Ca,b. Landau’s O and
o symbols have their usual meaning, with constants involved in upper and lower
bounds depending again only on eventual subscripts, as in Oa,b(1).

1.1. Random Wave Models. Berry’s model, that is the RW model on Euclidean
space Rd, is the centered Gaussian random field Uλ(x), λ > 0, x ∈ Rd, with
covariance function

(1.1) E [Uλ(x)Uλ(y)] = jd(λ|x− y|), x, y ∈ R
d,

where jd is the Fourier transform of the volume measure σd−1 of Sd−1, regarded as
a generalized function on the ambient space R

d,

(1.2) jd(|x|) =
1

ωd−1

∫

Sd−1

eix·θdσd−1(θ) =
ν!2ν

(|x − y|)ν Jν(|x − y|), ν =
d

2
− 1,

Jν being the Bessel function of first kind and order ν. In particular, j2(r) = J0(r)

and j3(r) = sinc(r) = sin(r)
r .

The Gaussian field Uλ is named after M. Berry, who introduced it in order to
describe local behavior of high frequency eigenstates in quantum billiards [1, 2]. It
arises as a central limit of random linear combinations of planar waves on R

d of the
form

1√
N

N∑

i=1

cos (λx · yi + φi) , x ∈ R
d, N → ∞,

with the yi’s and φi’s being i.i.d. uniform random variables respectively in Sd−1

and [0, π] (cf. [2, 22]). Samples of Uλ are themselves smooth λ2-eigenfunctions of
the Laplace operator.

Random (Hyper)Spherical Harmonics, that is the RW model on the sphere Sd,
consist in the centered Gaussian random field Tℓ(x), ℓ ∈ N, x ∈ Sd, with covariance

(1.3) E [Tℓ(x)Tℓ(y)] = Gd,ℓ(cos d(x, y)) =

(
ℓ+ ν

ℓ

)−1

P ν,ν
ℓ (cos d(x, y)) x, y ∈ Sd,

where Gd,ℓ is the normalized Gegenbauer polynomial of degree ℓ (see [25, 4.7]), the
right-hand side providing an alternative representation in terms of Jacobi polyno-
mials. This random field can be regarded as the analog of Berry’s model on Rd.
Indeed, the role of Euclidean planar waves is played on the sphere Sd by hyper-
spherical harmonics, that is Laplace-Beltrami eigenfunctions

{Yℓ,m,d}m=1,...,ηℓ,d
⊂ C∞(Sd), ℓ ∈ N, ∆SdYℓ,m,d + ℓ(ℓ+ d− 1)Yℓ,m,d = 0,
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forming a complete orthonormal basis of L2(Sd, σd), spanning at each fixed ℓ ∈ N a

distinct eigenspace1 of dimension ηℓ,d = 2ℓ+d−1
ℓ

(
ℓ+d−2
ℓ−1

)
. The Gaussian field Tℓ has

the law of a random superposition of waves at a fixed wavenumber:

Tℓ(x) ∼
ηℓ,d∑

m=1

aℓ,m,dYℓ,m,d(x), x ∈ Sd,

with {aℓ,m,d}ηℓ,d

m=1 being i.i.d. Gaussian variablesN (0, ωd/ηℓ,d). The index ℓ parametrizes
the spectrum of Laplace-Beltrami operator on Sd through ℓ(ℓ+ d− 1), thus in the
limit ℓ→ ∞ it plays the same asymptotic role of λ→ ∞ in the Euclidean setting,
where λ2 is the eigenvalue of the wave x 7→ eiλx·θ.

1.2. Polyspectra. Relevant geometric functionals of Uλ, such as the (d − 1)-
dimensional volume of the nodal set {Uλ = 0}, depend in general also on derivatives
(i.e. the gradient) of the random field. However, already in the case of integral
functionals of the form

(1.4) Fλ =

∫

D

F (Uλ(x))dx, F : R → R, λ > 0, D ⊂ R
d,

(and the analog for spherical RWs on measurable subsets D ⊆ Sd) the description
of the asymptotic behavior as λ → ∞ is not trivial, essentially because covariance
functions do not satisfy integrability conditions allowing direct applications of basic
results (e.g. [7]), and they oscillate between positive and negative values.

Remark 1.1. The covariance function (1.1) depends on λ|x− y|, therefore the high-
frequency limit for functionals of the form (1.4) is equivalent to a (fixed-frequency)
large domain limit. Indeed, the random fields Bλ(·) ∼ B1(λ·) have the same law,
and thus integral functionals

∫

D

F (Uλ(x))dx ∼ 1

λd

∫

λD

F (U1(x))dx,

are also equidistributed. Of course, no large-domain limit can be considered on Sd.

Since the RWs we consider are Gaussian random fields, functionals of the form
(1.4) can be studied considering their Wiener chaos expansion. Recalling that
Hermite polynomials, Hn(t) = (−1)nφ(n)(t)/φ(t), n ∈ N, form a orthogonal ba-
sis of (R, φ(t)dt), φ being the p.d.f. of the standard Gaussian variable, if F ∈
L2(R;φ(x)dx) the Wiener chaos decomposition of Fλ is given by

Fλ =

∞∑

q=0

1

q!

(∫

R

F (t)Hq(t)φ(t)dt

)(∫

D

Hq(Uλ(x))dx

)

.

The stochastic terms
∫

DHq(Uλ(x))dx in the decomposition are called polyspectra:
Fourth Moment Theorems –by now a standard tool in Gaussian analysis, cf. [21]–
allow to deduce Central Limit Theorems for single polyspectra and functionals
of the above form as λ → ∞, provided that asymptotics of variance and fourth
cumulants are available.

1.3. Variance Asymptotics. For d, q ≥ 2, R > 0, we will write:

V E
d,R(q, λ) = Var

(
∫

BE(x0,R)

Hq(Uλ(x))dx

)

, λ > 0,

V S
d,R(q, ℓ) = Var

(
∫

BS(x0,R)

Hq(Tℓ(x))dσd(x)

)

, ℓ ∈ N.

1In fact, the arbitrary choice of an orthogonal basis of the eigenspace relative to ℓ(ℓ + d − 1) is
irrelevant in our scope.
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Remark 1.2. The case q = 0 needs no discussion. As for q = 1, it turns out that
both V E

d,R(1, λ) and V S
d,R(1, ℓ) have an oscillatory behavior as λ, ℓ → ∞ and they

can vanish (see respectively [13, 26] in the two geometrical settings). Anyways,
when q = 1 the polyspectrum is a Gaussian variable, and the study of its variance
is simpler, so we will omit that case in our discussion.

Our main result is the following:

Theorem 1.3. Let d, q ≥ 2, R > 0. There exist finite positive constants cdq ∈
(0,∞) such that:

• (Euclidean) as λ→ ∞,

V E
d,R(q, λ) = cdqq!ωdωd−1R

d(1 + o(1)) ·







λ1−d q = 2

λ−2 log(λ) q = 4, d = 2

λ−d all other d ≥ 2, q ≥ 3

,

• (Hyperspherical) as ℓ→ ∞, if R ∈ (0, π),

V S
d,R(q, ℓ) = cdqq!ωd−1σd(B

S
R)(1 + o(1)) ·







ℓ1−d q = 2,

ℓ−2 log(ℓ) q = 4, d = 2,

ℓ−d all other d ≥ 2, q ≥ 3,

and when R = π (that is in the case of polyspectra obtained integrating over
the whole Sd),

V S
d,π(q, ℓ) = 2cdqq!ωd−1ωd(1 + o(1)) ·







ℓ1−d q = 2,

ℓ−2 log(ℓ) q = 4, d = 2,

0 q, ℓ both odd,

ℓ−d all other d ≥ 2, q ≥ 3.

The proof of Theorem 1.3 is the content of the forthcoming Section 3.

Remark 1.4. Let us clarify the relation of Theorem 1.3 with the previous literature.

• (Euclidean case) [22] proved the result in dimension d = 2 for even q ≥ 2
and upper bounds for odd q ≥ 3, for integration domains D ⊂ R2 with
boundary of class C1; [20] generalizes the discussion to arbitrary d ≥ 2 and
even q ≥ 2;

• (case of S2) [18, 19] proved the above asymptotics on the whole S2 (case
R = π) leaving as an open problem the positivity of c2q for odd q ≥ 5; [26]
discussed the case R < π for q = 2 and provided upper bounds for larger
q ≥ 3;

• (Hyperspherical case) concerning polyspectra over the whole Sd (R = π), in
larger dimension the above asymptotic was established for all even q ≥ 2 in
[17] and for q = 3 [24], leaving positivity of cdq for odd q ≥ 5 as a conjecture
(see [17, p. 2386]).

In the Euclidean case, an extension to more general integration domains (convex
D ⊂ R2 with finite perimeter) for d ≥ 2 and even q ≥ 2 will appear in [12], treating
a large class of Gaussian random fields obtained as mixtures of Berry’s model at
different wavenumbers λ.

The remainder of this note is organized as follows. Section 2 details the relation
between variance of polyspectra and the density of uniform random walk, and
introduces results on the latter that we can exploit to control the former. We prove
Theorem 1.3 in Section 3.
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2. Pearson’s Random Walk

Let Xd
n, n = 1, 2, . . . denote the uniform random walk on Rd, that is

Xd
n = Ud

1 + · · ·+ Ud
n,

with (Ud
k )k∈N a sequence of i.i.d. uniform random variables on Sd−1 ⊂ Rd. The

stochastic process Xd
n is also known as Pearson’s Random Walk, because of a very

early mention in [23].
Much is known on Pearson’s random walk: in particular, its distribution and

moments for a small number of steps n are of interest in Number Theory because
of their relation with Mahler measures. We can thus rely on the series of works
[3, 6, 5, 4], to which we refer for a comprehensive background on the matter and
the related literature.

The basic result on the distribution of Xn for small n is a representation formula
for the p.d.f. dating back to the seminal work [10].

Lemma 2.1 (Kluyver’s Formula). For n ≥ 2 the law µd
n of Xd

n is absolutely contin-
uous with respect to Lebesgue’s measure on Rd, and its density is a radial function.
The (Euclidean) distance from the origin

∥
∥Xd

n

∥
∥ is absolutely continuous with respect

to Lebesgue’s measure on (0,∞), and its density is given by

ρdn(r) =
1

(ν!)24ν

∫ ∞

0

(tr)2ν+1jd(tr)jd(t)
ndt, r > 0.

To be precise, the integral in Kluyver’s formula has to be regarded as an improper
integral that either converges to a non-negative number (for large enough d, n even
absolutely) or diverges to +∞ (see Remark 2.8 below). We refer to [4, Theorem
2.1] for a proof of Lemma 2.1 and a thorough general discussion.

2.1. Random Walks and Polyspectra. Before we outline further properties of
Pearson’s random walk to be used in the last Section, let us explain heuristically how
one is led to consider this apparently unrelated object in studying RW’s polyspectra.
The following computation concerns the Euclidean case only, and has no direct
analog in the case of hyperspherical RWs. Nevertheless, in the high-frequency
limiting regime the Euclidean and hyperspherical RW models turn out to exhibit
the same behavior. It holds

V E
d,R(q, λ) = q!

∫

BR

∫

BR

jd(λ|x − y|)qdxdy,

since jd(λ|x−y|) is the covariance function of Uλ, and ifX,Y are two centered jointly
Gaussian variables E [Hq(X)Hq(Y )] = q!E [XY ]

q
. Recalling that the function jd =

F [σd−1] is the Fourier transform of the volume measure of Sd−1 ⊂ Rd (cf. (1.2)),
we can write

V E
d,R(q, λ) = q!

∫

Rd

∫

Rd

χBλR
(x)χBλR

(y)

λ2d
F [σd−1](x − y)qdxdy

= q!

∫

Rd

∫

Rd

χBλR
(x)χx+BλR

(z)

λ2d
F [σd−1 ∗ · · · ∗ σd−1
︸ ︷︷ ︸

q times

](z)dxdz,

where we recognize the q-fold convolution of σd−1 with itself as the law µd
q of Xd

q .
As λ→ ∞, indicator functions in the last displayed equation converge pointwise to
1 on Rd, therefore we expect —at least intuitively— that the limiting integral

∫

Rd

F [µd
q ](z)dz = F−1F [µd

q ](0) =
dµd

q

dx
(0) = lim

r→0

ρdq(r)

ωd−1rd−1
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plays a relevant role in determining the asymptotic behavior of V E
d,R(q, λ). By

Kluyver’s formula we can also write

lim
r→0

ρdq(r)

rd−1
=

1

(ν!)24ν

∫ ∞

0

jd(t)
qtd−1dt = ρdq−1(1),

therefore the crucial objects appear to be the integrals

(2.1) Idq :=

∫ ∞

0

jd(t)
qtd−1dt =

ρdq−1(1)

(ν!)24ν
,

and these numbers can a priori take any value in [0,∞].
In fact, Idq coincides with the coefficient cdq appearing in Theorem 1.3 in the cases

d ≥ 2, q ≥ 3 except d = 2, q = 4. Before we prove it in the last Section, we need to
discuss finiteness and positivity of the Idq ’s, that is the task for which we need to
resort to previous results on Pearson’s random walk.

2.2. Density of short random walks. We report an explicit expression for the
densities ρd2 and a recursion formula allowing to treat the density at higher n.
Representations for ρdn, n = 3, 4, in terms of hypergeometric functions are available
in [4, Equations (74),(79)].

Lemma 2.2. [4, Lemma 4.1] For d ≥ 2 and 0 < r < 2 it holds

ρd2(r) =
2

π
(
2ν
ν

)r2ν(4 − r2)ν−1/2χ(0,2)(r).

Lemma 2.3. [4, Theorem 2.9] Let d, n ≥ 2, r > 0 and define ψd
n(r) = ρdn(r)/r

d−1.
It holds, for n ≥ 3,

(2.2) ψd
n(r) =

(ν!)24ν

π(2ν)!

∫ 1

−1

ψd
n−1

(√

1 + 2sr + r2
)

(1− s2)ν−1/2ds, r ∈ (0, n).

Corollary 2.4. For any d ≥ 2 and n ≥ 3, ψd
n is strictly positive (possibly infinite)

on (0, n).

Proof. By induction on n, the case n = 2 follows by definition of ψd
2 and Lemma

2.2. Assume now that ψd
n−1(r) > 0 for r ∈ (0, n− 1); by (2.2) if the open set

{s ∈ (−1, 1) : ψd
n−1

(√

1 + 2sr + r2
)

> 0} = {s ∈ (−1, 1) : 1+ 2sr+ r2 < (n− 1)2}

is not empty, then ψd
n(r) > 0. Since s→ 1 + 2sr + r2 is increasing, this is the case

if and only if 1− 2r + r2 = (r − 1)2 < (n− 1)2, which is (only) if r < n. �

Moving back to the specific integrals Idq we are interested in, we combine the
latter Corollary and the following approximation result on Bessel functions to show
that they are both positive and finite.

Lemma 2.5. [11, Theorem 4, Equation 6] Let d ≥ 2. There exist constants φd > 0
such that

(2.3) 0 < sup
r≥0

r3/2

∣
∣
∣
∣
∣
Jν(r) −

√

2

πr
cos (r − φd)

∣
∣
∣
∣
∣
<∞.

In particular, by (1.2) and since jd(0) = 1,

(2.4) jd(r) = Cd(r ∨ 1)−(d−1)/2 cos(r − φd) +Od(r
1−d/2), r ≥ 0.

Lemma 2.6. For any d ≥ 2, q ≥ 3 except the single case d = 2, q = 4, Idq ∈ (0,∞)
is positive and finite.
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Proof. By Corollary 2.4, for all d ≥ 2, q ≥ 3 it holds

Idn =
ρdn−1(1)

(ν!)24ν
=
ψd
n−1(1)

(ν!)24ν
> 0.

Concerning finiteness, by (2.4) and (2.1) we have

Idq ≤ Cd,q

∫ ∞

1

r(d−1)(1−q/2)dr;

in particular, the integral in (2.1) is absolutely convergent if q > d
d−1 . We are left

to discuss the cases d = 2, 3, q = 3, since we are excluding d = 2, q = 4 (see Remark
2.8 below). For d = 2, by (2.3),

I32 =

∫ ∞

0

J0(t)
3tdt =

√

2

π

∫ ∞

0

cos(t)3√
t

dt+O(1),

where, on the right-hand side, the integral converges to a positive number (as
it can be shown with elementary passages) and the O(1) accounts for remainder
terms involving convergent integrals. Finally, I33 =

∫∞

0
t−1 sin(t)3dt = π/4 is easily

computed reducing it to Dirichlet’s integral. �

Remark 2.7. The following exact expressions

Id3 =
2

π
√
3
· 12

ν(ν!)4

(2ν)!
, d ≥ 2, I25 =

√
5Γ
(

1
15

)
Γ
(

2
15

)
Γ
(

4
15

)
Γ
(

8
15

)

40π4
,

can be deduced respectively from [4, Proposition 4.3] and [6, Theorem 5.1] (con-
cerning the asymptotics of ρdn(r) as r → 0). To the best of our knowledge, no
representation is available in the general case.

Remark 2.8. In the case d = 2, q = 4 excluded from Lemma 2.6, one can prove by
means of Lemma 2.5 that I24 =

∫∞

0
J0(t)

4tdt = +∞, coherently with the fact that

the density ρ32(1) = I42 = +∞ is not finite. This is actually the only case of a density
ρdn, d, n ≥ 2, taking value +∞ at some point, as for larger n the regularizing effect
of the multiple convolution defining the law of Pearson’s random walk prevails (cf.
again [4]).

3. Fluctuation Asymptotics and Integration Domains

3.1. Variance of Euclidean Polyspectra. We first rewrite the variances we are
interested in as integrals of a single variable.

Lemma 3.1. Let R > 0, BR = BE(x0, R) ⊆ Rd a ball of radius R centered at a
(fixed, arbitrary) point x0 ∈ Rd, and f ∈ L1

loc(R); it holds

(3.1)

∫

BR

∫

BR

f(|x− y|)dxdy =

∫ 2R

0

f(r)Wd,R(r)r
d−1dr,

where

(3.2) Wd,R(r) = ωd−1|B(x,R) ∩B(y,R)|, |x− y| = r,

whose value does not depend on the choice of points x, y ∈ Rd.

The proof is a consequence of the fact that translations on Rd are isometries of
the whole space: it holds
∫

Rd

∫

Rd

χBR
(x)χBR

(y)f(|x− y|)dxdy =

∫

Rd

∫

Rd

χBR
(x)χBR+z(x)f(|z|)dxdz,

from which (3.1) follows moving to polar coordinates for z. It is easy to observe
that Wd,R : [0,∞) → [0,∞) is a differentiable function supported by [0, 2R], and
Wd,R = ωd−1|BR|, Wd,R(2R) = 0.



8 F. GROTTO, L. MAINI, AND A. P. TODINO

Proof of Theorem 1.3, Euclidean part. In sight of Lemma 3.1 it holds,

V E
d,R(q, λ) = q!

∫

BR

∫

BR

jd(λ|x − y|)qdxdy = q!

∫ 2R

0

jd(λr)
qWd,R(r)r

d−1dr.(3.3)

For q = 2, (2.4) implies that, as λ→ ∞,

V E
d,R(2, λ) = Cd

∫ 2R

0

cos(λr − φd)
2

λd−1
Wd,R(r)dr +Od,R

(
1

λd

)

= Cd,R
1 + od,R(1)

λd−1
,

the second step following by expanding 2 cos(θ)2 = 1 + cos(2θ) and applying
Riemann-Lebesgue lemma to oscillatory terms.

We also treat separately the case d = 2, q = 4, since it involves a logarithmic
discrepancy with the general case q ≥ 3. (2.4) implies that, as λ→ ∞,

V E
2,R(4, λ) = Cd

∫ 2R

0

cos(λr − φd)
4

λ2r
Wd,R(r)dr +OR

(
1

λ3

)

= CR
log(λ) + oR(1)

λ2
,

where, as in the case q = 2, the last equality follows by 8 cos(θ)4 = 3 + 4 cos(2θ) +
cos(4θ) and Riemann-Lebesgue lemma.

Finally, we consider the general case q ≥ 3, excluding d = 2, q = 4. By (3.3),

V E
d,R(q, λ) = q!

∫ 2R

0

jd(λr)
qrd−1

(
∫ 2R

r

−W ′
d,R(s)ds

)

dr

= −q!
∫ 2R

0

W ′
d,R(s)

(∫ s

0

jd(λr)
qrd−1dr

)

ds

=
q!

λd

∫ 2R

0

−W ′
d,R(s)

(
∫ sλ

0

jd(r)
qrd−1dr

)

ds,

integrating by parts in the second step. Since |W ′
d,R(r)| is bounded and supported

by [0, 2R], the thesis follows by dominated convergence and Lemma 2.6 (implying
convergence of the inner integral on the right-hand side as λ→ ∞). �

3.2. Variance of Hyperspherical Polyspectra. The forthcoming computations
are in fact close analogs of the ones in the previous paragraph, only in a perhaps
less familiar geometrical setting. The change of variables of Lemma 3.1 takes on Sd

the following form, with flat translations of Rd being replaced by isometries of Sd.

Lemma 3.2. Let R ∈ [0, π], BR = BS(x0, R) ⊆ Sd a ball of radius R centered at
a (fixed, arbitrary) point x0 ∈ Sd, and f ∈ L1(R); it holds

(3.4)

∫

BR

∫

BR

f(d(x, y))dσd(x)dσd(y) =

∫ π

0

f(r)W̃d,R(r) sin(r)
d−1dr,

where

(3.5) W̃d,R(r) = ωd−1σd(B(x,R) ∩B(y,R)), d(x, y) = r,

whose value does not depend on the choice of points x, y ∈ Sd.

The proof is conceptually analogous to the one of Lemma 3.1. First, let us
recall that the isometry group of Sd can be identified with that of linear orthogonal
transformations of the ambient Rd+1, and it acts transitively on Sd. The volume σd
and the spherical geodesic distance are invariant under isometries, that is I#σd = σd
and d(a, b) = d(I(a), I(b)) for any isometry I : Sd → Sd and points a, b ∈ Sd.
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Proof. We first observe that for any isometry I : Sd → Sd it holds

σd(B(Ix,R) ∩B(Iy,R)) = σd {z : d(Ix, z), d(Iy, z) ≤ R}
= σd

{
z : d(x, I−1z), d(y, I−1z) ≤ R

}
= σd {Iw : d(x,w), d(y, w) ≤ R}

= I−1
# σd {w : d(x,w), d(y, w) ≤ R} = σd(B(x,R) ∩B(y,R)),

therefore the right-hand side only depends on d(x, y), it being a function of x, y
invariant under isometries. In particular, Wd,R(r) in (3.5) is well-defined.

For any two points x, y ∈ Sd we can choose isometries Ix, Iy : Sd → Sd such that
Ixx0 = x and Iyx0 = y. Letting z = IyI

−1
x x0, by Fubini-Tonelli theorem it holds

∫

Sd

∫

Sd

χ {x ∈ BR}χ {y ∈ BR} f(d(x, y))dσd(x)dσd(y)

=

∫

Sd

dσd(z)f(d(x0, z))

∫

Sd

dσd(x)χ {x ∈ BR}χ {Ixz ∈ BR} ,

where the inner integral can be rewritten as follows: since I−1
x x0 = I−2

x x,
∫

Sd

χ {x ∈ BR}χ {Ixz ∈ BR} dσd(x) = σd {x : d(x, x0), d(Ixz, x0) ≤ R}

= I2#σd
{
x : d(x0, I

−1
x x0), d(z, I

−1
x x0) ≤ R

}

= σd
{
I−2
x x : d(x0, I

−1
x x0), d(z, I

−1
x x0) ≤ R

}

= σd {w : d(x0, w), d(z, w) ≤ R} ,
thus in particular it only depends on d(x0, z), thanks to the argument at the be-
ginning of the proof. Since the volume element of Sd reduces to

∫

Sd

h(d(x0, x))dσd(x) = ωd−1

∫ π

0

h(r) sin(r)d−1dr, h ∈ L1([0, π]),

for radial functions, combining the above equations concludes the proof. �

The function W̃d,R : [0, π] → [0,∞) is differentiable, and attains its maximum

value in W̃d,R(0) = ωd−1σd(B(x0, R)) and minimum in W̃d,R(π) (which, unlike the
EuclideanWd,R(2R), does not vanish in general). We can now proceed to complete
the proof of Theorem 1.3 by reducing ourselves to the computations performed in
the Euclidean case thanks to the following:

Lemma 3.3 (Hilb’s Asymptotic Formula). [25, Theorem 8.21.12] Let d ≥ 2, ℓ ∈ N.
Given a ∈ (0, π), for all θ ∈ (0, a) it holds:

(3.6) (sin θ)νGd,ℓ(cos θ) =
2ν
(
ℓ+ν
ℓ

)

(

Γ(ℓ+ d/2)

Lνℓ!

(
θ

sin θ

)1/2

Jν(Lθ) + δ(θ)

)

,

where L = ℓ+ d−1
2 and δ(θ) ≤ Cd,a(χ(0,1/ℓ)(θ)θ

ν+2ℓν + χ(1/ℓ,a)(θ)
√
θℓ−3/2).

Corollary 3.4. Let d ≥ 2, ℓ ∈ N. For all a ∈ (0, π) it holds, as ℓ→ ∞,
(3.7)

∫ a

0

Gd,ℓ(cos r)
q(sin r)d−1 dr = (1 + o(1))







Cdℓ
1−d q = 2

C log(ℓ)/ℓ2 q = 4, d = 2

Idq /ℓ
d all other d ≥ 2, q ≥ 3

with Idq being as in Lemma 2.6 and C,Cd > 0 positive constants.

Remark 3.5. The limit case a = π can be reduced to the one with a = π/2 splitting
the integration domain in half and exploiting the following symmetry property: for
all d ≥ 2,

Gd,ℓ(t) = (−1)ℓGd,ℓ(−t), t ∈ R, ℓ ∈ N.
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In particular, the integral in Corollary 3.4 identically vanishes if a = π and both
q, ℓ are odd. If this is not the case, then the thesis of Corollary 3.4 holds with an
additional factor 2 on the right-hand side.

Corollary 3.4 actually collects computations already appeared in [27, 18, 17].
Because of this and the similarity with computations in the previous paragraph, we
only present a sketch of the proof.

Proof. We first observe that as ℓ→ ∞,

(3.8)
Γ(ℓ+ d/2)

Lνℓ!
= 1 + o(1),

(
ℓ+ ν

ℓ

)

=
ℓν

ν!
(1 + o(1)).

When q = 2, Lemma 3.3 and (3.8) imply

∫ a

0

Gd,ℓ(cos r)
2(sin r)d−1dr =

4ν(ν!)2

ℓ2ν
(1 + o(1))

∫ a

0

Jν(Lr)
2rdr

+O

(
1

ℓd−2

∫ a

0

|Jν(Lr)|δ(r) sin(r)dr
)

.

The thesis now follows by applying Lemma 2.5 in the same fashion of the Euclidean
case (the remainder term on the right-hand side is proved to be O(ℓ−d)). The
analysis of the case d = 2, q = 4 is similar, we refer again to [27] for full details.

As for the remaining cases, by Lemma 3.3, (3.8) and the definition of jd in (1.2),

∫ a

0

Gd,ℓ(cos r)
q(sin r)d−1dr = (1 + o(1))

∫ a

0

( r

sin r

)qν+q/2−(d−1)

jd(Lr)
qrd−1dr

+O

(
1

ℓqν

∫ a

0

(sin r)−qν |Jν(Lr)|q−1δ(r)(sin r)d−1dr

)

.

The remainder term can be shown to be O(ℓ−(d+2)∧(q(d/2−1/2)−1)) = o(ℓ−d) by
means of Lemma 2.5 (changing variables and splitting the integration domain sim-
ilarly to the previous case). The thesis now follows if
∫ a

0

( r

sin r

)qν+q/2−(d−1)

jd(Lr)
qrd−1dr = (1 + o(1))

∫ ∞

0

jd(r)
qrd−1dr, ℓ→ ∞,

which can be proved with the same computation exploiting integration by parts we
used at the end of the proof of Theorem 1.3, Euclidean case, that is replacing Wd,R

of that computation with χ[0,a](r)(r/ sin r)
qν+q/2−(d−1). �

Proof of Theorem 1.3, Hyperspherical part. Let R ∈ (0, π) (the case R = π is dealt
with similarly, by Remark 3.5). By Lemma 3.2,

V S
d,R(q, ℓ) = Var

(∫

BR

Hq(Tℓ(x))dσd(x)

)

= q!

∫

BR

∫

BR

Gd,ℓ(x, y)
q dσd(x) dσd(y) = q!

∫ π

0

Gd,ℓ(cos r)
q sin(r)d−1W̃d,R(r)dr.

Integrating by parts as in Section 3.1 we rewrite:

∫ π

0

Gd,ℓ(cos r)
q(sin r)d−1W̃d,R(r)dr = W̃d,R(π)

∫ π

0

Gd,ℓ(cos r)
q(sin r)d−1dr

−
∫ π

0

(∫ r

0

Gd,ℓ(cos s)
q(sin s)d−1ds

)

W̃ ′
d,R(r)dr.



POLYSPECTRA OF EUCLIDEAN AND SPHERICAL RWM 11

The thesis now follows from Corollary 3.4. We observe in particular that when
we are not in the cases q = 2 nor in the one d = 2, q = 4, by Corollary 3.4 and
dominated convergence we have

ℓd
∫ π

0

Gd,ℓ(cos r)
q(sin r)d−1W̃d,R(r)dr

ℓ→∞−−−→ Idq W̃d,R(π)− Idq

∫ π

0

W̃d,R(r)
′dr = Idq W̃d,R(0). �
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